
How Does Electronic Polarizability or Scaled-Charge Affect the
Interfacial Properties of Room Temperature Ionic Liquids?
Published as part of The Journal of Physical Chemistry B virtual special issue “Honoring Michael R. Berman”.

Sijia Chen and Gregory A. Voth*

Cite This: J. Phys. Chem. B 2023, 127, 1264−1275 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

ABSTRACT: The room temperature ionic liquid (RTIL) air−
liquid interface plays an important role in many applications.
Herein, we present molecular dynamics simulation results for the
air−liquid interface of a common RTIL, 1-butyl-3-methylimidazo-
lium bis(trifluoromethylsulfonyl) imide, [C4mim][NTf2]. To
elucidate the effects of electronic polarizability and scaled-charge
ions on the properties of the RTIL air−liquid interface, we employ
three different kinds of force fields: a nonpolarizable force field
(FF) with united ion charges (FixQ), a nonpolarizable FF with
scaled-charge by 0.8 (ScaleQ), and a polarizable FF (Drude). To
identify whether the ions reside at the interface or not, the method
of identification of the truly interfacial molecules is used. The
structural and dynamical properties in the interfacial, subinterfacial,
and central layers are evaluated. In general for bulk liquids, the FixQ model predicts too-ordered structures and too-sluggish
dynamics, while the ScaleQ model can serve as a simple cure. However, the ScaleQ model cannot reproduce the results of the Drude
model at the interface, due to an inappropriate scaled-down charge near the interface.

■ INTRODUCTION
Room temperature ionic liquids (RTILs) are a class of
materials whose composition is solely made up of ions and
primarily in the liquid state under ambient conditions. Unlike
simple molten salts, the ions in RTILs are always bulky organic
cations and polarizable inorganic or organic anions. The
intrinsic asymmetry of the RTIL ions and complex interactions
between them result in a wide range of different properties.
However, they still share a number of properties, including
excellent thermal stability, favorable organic and inorganic
compound solvation behavior, negligible vapor pressure, and
high selectivity, which makes them promising substitutes for
traditional organic solvents.1,2 Given the large design
possibilities of ionic liquids, there has been widespread interest
in RTILs for many applications, like electrolytes in batteries,
gas-capture media, reaction media in catalytic chemistry,
etc.3−7 For example, ionic liquids are seen as promising
candidates for capturing and separating greenhouse gases.8 A
number of technologies for capturing CO2 have been
developed during the past few decades, such as gas membrane
separation and pressure swing absorption.9 However, most of
them suffer from high energy consumption and may cause
secondary pollution. On the other hand, considering the
favorable physicochemical properties of RTILs, their high CO2
solubility, and especially their high designability, RTILs are
seen as potential candidates for environment-friendly and cost-

efficient CO2 capture media.8,10 In the process of capture and
separation, the air−liquid interface plays an important role, as
the chemical species needs to pass through the interface.
Therefore, for this reason and a number of others, it is vital to
understand the nature of the air/RTIL interface.
Recently, the structure of the air−liquid interface of ionic

liquids has been investigated both computationally and
experimentally.11−17 While many of these computational
studies have using nonpolarizable force fields (FFs) with
scaled-charge to improve the properties, the accuracy of the
scaled-charge model remains an issue, especially for phase
behavior and long-range ion−ion correlations.18,19 Moreover, a
comprehensive benchmark for different FFs for predicting the
interfacial properties of RTILs is still not available, and this is a
goal of the present paper.
Previous studies in bulk liquid RTIL phases have found that

while the fixed-charge model can predict accurate thermody-
namic properties such as density and heat of vaporization, it
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fails to estimate the dynamical properties, for example self-
diffusion coefficients and viscosities, which are always largely
slower and higher, respectively, than the experimental values.
By scaling down the atomic charges in the fixed-charge model
to about 0.8 (aka the scaled-charge model), the sluggish
dynamics can be resolved to some extent, and transport
properties are improved compared to the results from the
fixed-charge model while not increasing the computational cost
compared to the classical fixed-charge model.20 However, the
scaled-charge model has adverse effects on structural
quantities, including lower liquid densities and lower heat of
vaporization, and it does not improve the screening behavior
and the dielectric response.19 By contrast, the polarizable FF
can significantly improve thermodynamic and dynamical
properties by explicitly considering the many-body inter-
actions.21−23 There are different ways to implement polar-
izability effects, such as fluctuating charges,24 Drude
oscillators,25 and induced point dipoles.26 Yan et al. were
among the first to implement a polarizable FF for RTILs and
demonstrated significant effects on their dynamics and
interfacial properties.17,23 A detailed review has also recently
been published on polarizable FFs for ionic liquids.21 Among
these implementations, the Drude oscillator method is one of
the most popular in the community and has been implemented
in several molecular dynamics (MD) software packages, such
as NAMD,27 LAMMPS,28 GROMACS,29 and OpenMM.30

While most of above models take the induced dipole
interaction into account and often achieve success in
simulating numerous systems, induced dipole models some-
times are not adequate to fully deal with the many-body
interactions in more complex systems and may cause
overpolarization.21 Therefore, there have recently been efforts
to include higher-order induced moments in polarizable FFs,
which enables better agreement between the polarizable FF
and ab initio theory. A representative model among them is the
AMOEBA−IL model,31,32 which considers up to the quadru-
pole (Q) term. In addition to the polarization effects, charge
transfer may play a role in accurately simulating ILs.
Although there have been several popular polarizable FFs

available for ionic liquids, many current studies still use
nonpolarizable FFs, since they are more computationally
efficient. In most cases, the polarizable FF is 5 to 10 times
slower than the nonpolarizable FF. The accuracy of different
kinds of FFs on RTIL interfacial properties has not been
elucidated systematically. Although there have been some
studies comparing different kinds of FFs, most of these
comparisons are for bulk phases19 or IL mixtures33 instead of
the liquid-vacuum interface.
To explicitly answer the above question on the physical

accuracy of different FFs in predicting interfacial quantities, we
examined several critical interfacial properties of [C4mim]-
[NTf2], including surface tension, density profiles, survival
time of interfacial ions, and the reorientation correlation
function of ions, using three kinds of FFs: the fixed-charge
model, the scaled-charge model, and the polarizable model.
Our purpose is to analyze the behavior of different models on
interfacial properties and also to determine if the ad hoc scaled-
charge method can provide an acceptable alternative for
polarizable FFs. While there are many FFs for ionic liquids, we
choose to use the one developed by Canongia Lopes and
Pad́ua (denoted here as CL&P), as it is one of the most
popular, generic, and systematic FFs for ionic liquids.34 The
fixed-charge model is the original CL&P FF, and the scaled-

charge model was achieved by scaling down the atomic charges
in the CL&P model by 0.8. Both CL&P model and its scaled-
charge variant have been used widely to predict different RTIL
properties.35−37 The polarizable FF we used in this study is the
CL&Pol model, which is a polarizable successor to the CL&P
model achieved by adding the polarization terms.38 The
CL&Pol model implements the polarizability effect by the
Drude oscillator, where Drude dipoles are formed by two
harmonically coupled point charges of opposite sign, giving rise
to an induced dipole when subject to an electric field. The
CL&Pol model embodies a strategy in which researchers can
transform the existing fixed-charge model into a polarizable
model systematically and efficiently while keeping general
applicability without the need for additional expensive first-
principles calculations.
Most previous RTIL MD simulation studies have used the

density profile as the criterion to distinguish the interfacial and
bulk regions while assuming the interface is a steady flat plane.
However, due to the intrinsic thermal fluctuations of the fluid
interface, the instantaneous positions constantly change, which
renders the above method more vague and inaccurate. To
overcome such shortcomings, we instead used the method of
identification of the truly interfacial molecules (ITIM),39

developed by Jedlovszky and co-workers, to probe interfacial
ions and molecules. With the implementation of the ITIM
analysis, we can categorize the ions into interfacial,
subinterfacial, and central layers. There have also been a few
previous papers applying the ITIM analysis to ionic liquid
systems.12,40 In our present work, to elucidate how properties
change in different layers and better compare results between
FFs, our analysis is characterized by the layers, instead of an
overall average value.

■ METHODS
MD Simulations. The three FFs applied to predict

interfacial properties are termed as follows:
• FixQ: the original nonpolarizable CL&P model;34

• ScaleQ: the CL&P model with all atomic charges scaled
by a factor of 0.8;

• Drude: polarizable CL&Pol model with the Drude
oscillator.38

All MD simulations were performed in the LAMMPS MD
software41 with the USER-DRUDE package. The initial
configurations of the bulk phase simulation boxes for FixQ
and ScaleQ models were generated by the FFTOOL42 and
PACKMOL43 programs and contained 500/1000/1350
[C4mim][NTf2] ion pairs to form different thicknesses of the
ionic liquid layer. The three different thicknesses are labeled as
systems #1, #2, and #3, respectively. For each FF, all three
systems (thicknesses) are simulated to investigate whether the
thickness of the ionic liquid layer affects the properties. First,
each simulation box was equilibrated under a constant NPT
ensemble for 10 ns to converge the density, with a Nose−́
Hoover thermostat and barostat to control the simulation
temperature at 300 K and pressure at 1 atm, with update
frequencies of 100 and 1000 fs, respectively. Then, the surface
normal direction was elongated, so the ionic liquid slab
occupied the middle with two vacuum phases above and below
it, achieving two equivalent air−liquid interfaces. Next, the
simulation box was re-equilibrated under a constant NVT
ensemble for another 10 ns. Finally, the MD production run of
15 ns for FixQ and ScaleQ models was carried out. For the
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polarizable Drude model, we first took the final configuration
of FixQ’s NPT equilibration step and polarized it with the
POLARIZER44 tool. The equilibration process for the Drude
model is similar to that of the FixQ and ScaleQ models but
using the temperature-grouped dual-Nose ́−Hoover
(TGNH)45 thermostat (and barostat) in a constant NVT (or
NPT) ensemble, with the relative motion of Drude particles
(DPs) with respect to their Drude cores (DCs) regulated at a
temperature of 1 K. The production runs for the Drude model
were 10 ns. The final box size and liquid phase size are shown
in Table 1. A representative snapshot of the MD simulation
system is shown in Figure 1.

The cutoff distance was set to 15 Å for both the Lennard-
Jones and Coulombic interactions. Long-range Coulombic
interactions were computed using a particle−particle particle-
mesh (PPPM) solver with a cutoff precision of 10−5. The
SHAKE algorithm was used to constrain bonds terminating in
hydrogen atoms. The MD time step was 1 fs. For the Drude
model, the mass of DPs was set at 0.4 g mol−1, and their charge
was calculated based on their atomic polarizability. The Thole
damping function46 was employed to reduce the Coulombic
interactions at the short-range and avoid the “polarization
catastrophe”.
ITIM Method. Most previous studies of the air−liquid

interfacial properties determined the interfacial molecules by
calculating the distance of the molecule to the Gibbs dividing
interface. However, this method is ambiguous and relies largely
on a preknowledge of the size of the molecules, which might be
inaccurate, especially for asymmetric molecules and ions. To
unambiguously detect the molecules that are truly located at
the interface, as noted earlier Jedlovszky and co-workers have
proposed a new method called identification of the truly
interfacial molecules (ITIM).39 Here we provide a brief
introduction to the ITIM method. By moving a fictitious probe
sphere of a given radius along straight lines parallel to the
surface normal from the vacuum phase to the liquid phase, we
can identify interfacial atoms/molecules. Once a fictitious
probe sphere touches the first actual atom, it stops, and the
atom is marked as an interfacial atom. In this study, our focus
is the interfacial cations and anions other than a single atom;
therefore, the cation or anion to which the touched atom
belongs will be marked as interfacial. Once all test lines have
been traversed, we obtain a full list of the truly interfacial
cations and anions. We can then identify the subinterfacial
cations and anions by excluding already identified cations and
anions and repeating the above procedure. Following the
suggestion of Jedlovszky and co-workers,47 the size of atoms
was approximated by their LJ parameters, and the radius of the
fictitious probe sphere was set to 2 Å. The test lines were
spaced 1.0 Å in the x and y directions. Using the above
method, we determined the interfacial and subinterfacial
cations and anions, termed as interfacial and subinterfacial
layers, respectively. The rest of the cations and anions are
labeled as the central layers.

■ RESULTS AND DISCUSSION
Density Profile. The number density profiles for the center

of mass (COM) of cations and anions using different models
are shown in Figure 2(a−c). The density profiles are computed
by dividing the simulation boxes into slabs of width of 1 Å
along the interface normal direction, namely the z-direction, to
characterize the density behavior with respect to the interface
normal, with the COM of the ionic liquid layer located at z = 0
Å. For clarity while not losing generality, only density profiles
for system # 2 are shown here, and those for other systems can
be found in the Supporting Information. Overall, the density
shows strong oscillations for all three models, which extends to
more than 40 Å. However, the oscillation intensity is different:
while the FixQ model predicts the strongest fluctuation, the
oscillation predicted by the Drude model is almost negligible
in the central layer, and the ScaleQ model’s prediction is quite
close to that of FixQ. The density oscillation directly results
from the strong Coulombic interaction and hydrophobic effect.
The FixQ model always overestimates the Coulombic
interaction due to the neglect of the polarization effect.

Table 1. Simulation Box Sizes and Liquid Phase
Thicknesses Studied in This Paper

System #
Number of
Ion Pairs

Box dimensions
(Å × Å × Å)

Liquid Phase
Thickness

(Å)a
Vacuum Phase
Thickness (Å)

1 500 80.0 × 80.0 ×
160.0

∼40.0 ∼120.0

2 1000 78.3 × 78.3 ×
200.0

∼78.5 ∼121.5

3 1350 60.0 × 60.0 ×
500.0

∼190.0 ∼310.0

aThe thicknesses for different models with the same number of ion
pairs have slight differences, due to the different densities of bulk
phases. The values here are used for reference only.

Figure 1. A representative MD simulation snapshot of the vacuum-
liquid interface system of a typical room temperature ionic liquid
(RTIL), 1-butyl-3-methylimidazolium bis(trifluoromethanesulfonyl)-
imide ([C4mim][NTf2]). The liquid phase thickness is about 80 Å,
and the overall dimension of the simulation box is 78.3 × 78.3 ×
200.0 Å.
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Although the ScaleQ model can mimic the polarization effect
to some extent by scaling down the atomic charge, the
polarization effect is more complicated. Nakajima et al.48 have
compared the density profile predicted by a scaled-charge
model with the experimental data by high-resolution
Rutherford backscattering spectroscopy (HRBS). Their study
shows that the simulation profiles show more pronounced
structures than experiment. Although the scaled-charge model
used in their paper is not exactly the same as the ScaleQ model

used in this study, the tendency of predicting an overstructured
system is often the case for a scaled-charge model. By contrast,
the Drude model provides a more reasonable density profile
for the ionic liquid.
Except for the density oscillation intensity, there are some

other differences in the interfacial and subinterfacial layers. It
can be clearly seen that all three models predict an enhanced
density of cations at the interface. The highest density of cation
at the interface using the FixQ model is higher than that using

Figure 2. Number density profiles for the center of mass (COM) of cations and anions using (a) FixQ, (b) ScaleQ, and (c) Drude models for the
[C4mim][NTf2], with a liquid phase thickness of 80 Å. The center of mass of the ionic liquid layer is located at z = 0 Å. The solid lines represent
the overall density profiles of all ions, dashed lines for only interfacial ions, dash-dot lines for only subinterfacial ions, and dot lines for only central
layer ions. Panel (d) shows a representative MD simulation snapshot. Transparent red and cyan space-filling models represent interfacial cations
and anions, respectively, while solid red and cyan space-filling models represent subinterfacial cations and anions, respectively. Central ions are
shown with transparent gray space-filling models.

Figure 3. Probability density distribution of cos(θ) in interfacial, subinterfacial, and central layers, where θ is the angle between a given vector
(defined in the inserted panel) and the interface normal, for (a) a cation and (b) anion, respectively.
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the ScaleQ or Drude model, ∼0.0034 vs ∼0.0027 Å−3.
However, the behavior of the anion is quite different when
using the three models. While the FixQ model predicts a
higher density of the interfacial anions than that of the
subinterfacial anions, the Drude model predicts that the anion
achieves its highest density in the subinterfacial layer, and the
interfacial density is even slightly lower than its bulk density.
The ScaleQ model predicts a behavior somewhere between the
previous two conditions.
Despite the ScaleQ model resolving the rigidity of cations at

the interface to some extent, it still cannot predict a density
profile of interfacial anions similar to that of the Drude model,
which could lead to other different predictions of interfacial
properties, which will be discussed later.
Orientational Preference. To characterize the orienta-

tional preference of the cations and anions in different layers,
we defined two vectors: one for the cation, from the cation ring
to terminating carbon (RT), and the other for the anion, from
the anion nitrogen to the center of terminating carbons (NT),
as shown in the inset panels of Figure 3(a,b), respectively. The
probability density distribution of the angle between the vector
RT/NT and the interface normal is calculated, as shown in
Figure 3. Obviously, the vectors RT in the interfacial layer all
show a large tendency to be perpendicular to the surface
normal, which means that cations prefer to protrude their alkyl
chains from the liquid to the vacuum phase and hide their
charged head inside the liquid phase.17 This observation
coincides with previous experimental results.49,50 The con-
dition for an anion in the interfacial layer is akin to that of a
cation, with one exception of the higher probability density
near cos θ = 0 for the FixQ model. Considering the different
conformations of the anion, trans or cis, the enhanced
probability density near cos θ = 0 may be caused by a higher
percentage of the trans-conformer of the anion in the FixQ
simulation. Although the cis conformer is energetically
unfavorable in the bulk phase,51 the surface energy can be
lowered by exposing both CF3 groups to the vacuum.
Nakajima et al.52 employed HRBS to study the surface
structure of [Cxmim][NTf2] (x = 2, 4, 6) for the anion and
found that the dominant configuration was the cis conformer
for x = 2 and 4. However, if the oxygen atom in the [NTf2] is
bonded to the hydrogen of the C2 carbon atom of the
imidazolium ring, [NTf2] cannot have its CF3 group protrude
into the vacuum and stays as the trans-conformer. Therefore,
the possible reason for the higher percentage of the trans-
conformer in the FixQ model is the strong hydrogen bond
between the cation and the anion.
Within the subinterfacial layer, the Drude model predicts a

slight orientational preference for cations and anions, which is
seen in neither the FixQ nor ScaleQ models. This interesting
phenomenon can be explained by the net charges of each layer
with different models, as shown in Table 2. The net charges of
a given layers are calculated by (1) integrating the density
profiles of cations and anions in the layer, respectively, which

gives the number of cations and anions in the layer, and (2)
subtracting the number of anions from the number of cations.
Although the Drude model predicts a lower overall density for
the interfacial layer and subinterfacial layers than both FixQ
and ScaleQ models, the absolute values of net charges of the
interfacial layer and subinterfacial layers predicted by the
Drude model are higher than those predicted by the FixQ
model, by about 50% for the interfacial layer and 60% for the
subinterfacial layer. The higher values of the Drude model are
direct results of the enhanced cation density at the interface
and the highest anion density at the subinterface. Although
induced dipoles can screen part of the Coulombic interactions,
the unscreened part may lead to the cations and anions
reorienting their charged heads, forming a polar region
between the interfacial and subinterfacial layer. It is an unusual
phenomenon that the Drude model predicts an overall lower
interfacial density but a higher net charge near the interface,
which can significantly impact electrolyte properties, like
electrical double layer (EDL) capacitance.
2D Radial Distribution Functions. To further investigate

the structural properties of the interfacial layers, we computed
the 2D radial distribution function (RDF)53 between ions’
COMs:

g r
r r

r r z
z z r x y( )

( )

2 d
; and

i j ij
ij ij ij ij

,
region

2 2= < = +

(1)

where Δz = 1 Å, ρregion is the average number density in each
region, and rij is the 2D center-of-mass (COM) distance
perpendicular to the interface normal between the ith and jth
ions. Figure 3 shows the COM 2D RDF between anion−anion,
cation−anion, and cation−cation in different layers using the
three models. Obviously, a higher first peak always appears in
the interfacial region than in other regions, no matter the
model used. Since the coordination numbers of ions in the
interfacial layer are much lower than those in other layers, the
high first peak demonstrates that each ion tends to keep a
similar coordination number to that in the bulk phase, by
forming a local cluster.
In general, peaks in the FixQ’s 2D RDFs are more

pronounced, which indicates a more ordered, crystal-like
structure. This observation is due to the intrinsic overestimated
electrostatic interaction in the FixQ model. While the ScaleQ
model does predict less ordered structures than the FixQ
model, one should note that the peaks of the ScaleQ model are
still higher than the polarizable Drude results. This
phenomenon illustrates that the ScaleQ model cannot fully
address the many-body polarization effects. The closer to the
interface, the more different the 2D RDF of the ScaleQ model
is that from the Drude model.
Another interesting phenomenon seen in the 2D RDFs is

that the first peak in the gcation−cation(r) splits into two peaks in
the interfacial layer. The two dominant orientations for cations
at the interface are (I) the imidazolium ring is normal to the
surface with the alkyl chain perpendicular to the surface as
well; (II) the ring is parallel to the surface with the alkyl chain
perpendicular to the surface. When we look at the probability
density distribution of the angle between the imidazolium ring
normal and the surface normal (Figure 5), we can see that the
Drude model predicts a much higher possibility for the
imidazolium ring to be parallel to the surface, which also
coincides with experiment.50 When the ring is parallel to the

Table 2. Net Charges of the Interfacial and Subinterfacial
Layers Using Different Force Fields

Net Charge (e) Interfacial Layer Subinterfacial Layer

FixQ model +28.7 ± 2.4 −34.6 ± 3.6
ScaleQ model +21.0 ± 1.5 −26.5 ± 1.8
Drude model +41.3 ± 1.9 −56.5 ± 1.8
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surface, the crossing area of the cation increases, and the peak
of the 2D RDF shifts to a higher value. Therefore, the reason
why the first peak split is from the two different ring
orientations, with orientation I for the first subpeak and
orientation II for the second subpeak.
Surface Tension. Another important interfacial property is

the surface tension, which is given by

L
2

1
2

z
zz xx yy

i
k
jjj y

{
zzz= +

(2)

where Πxx, Πyy, and Πzz are the principal components of the
pressure tensor, Lz is the length of the simulation box along the
interface normal, and 1

2
comes from the fact that there are two

equivalent vacuum-liquid interfaces in a simulation box. The
surface tensions calculated by three models for different liquid
phase thicknesses are shown in Figure 5. Considering the error
bars, we can conclude that the thickness of the RTIL layer has
no impact on the surface tension, at least for the studied length
scales. The surface tension predicted by the FixQ, ScaleQ, and
Drude models is 43.0, 37.8, and 25.4 mN/m (the averages of
all three layer thicknesses’ data), respectively, while the

experimental value is about 31.5 mN/m.54 Obviously, none
of the three models can completely accurately predict the
surface tension, as they all differ from the experimental value.
While the FixQ model overestimates the surface tension by
36%, the ScaleQ model significantly improves it by 16.5%
(overestimating it by 20%). By contrast, the Drude model
underestimates the surface tension by 19.4%. In fact, it is often
the case that a polarizable force field will predict a “softer”
interface and “faster” dynamics than experiments, which will be
discussed later. This result points to the possibility that a more
accurate polarizable model may require a different and
continuously adjusted effective many-body polarizability as
the ions approach the interface, as one would expect from
quantum electronic structure considerations.
Residence Time of Interfacial Ions. In addition to the

structural properties of the interfacial layers, the way in which
dynamical properties change within different layers is also vital.
The first question one may ask about the dynamics of
interfacial ions is how long can a cation or anion stay in the
same layer? To answer such a question, we first find the
survival probability L(t) of an ion in the interfacial and
subinterfacial layer, which is the probability that an ion in a
given layer at a time t0 remains in the layer at the time t0 + t. A
representative survival probability as a function of time is
shown in Figure 6. We find that L(t) is well-described by a
biexponential function

L t a a a a( ) e e ; where 1t t
1

/
2

/
1 2

1 2= + + = (3)

where t is time, and τ1 and τ2 are the characteristic correlation
times. Then we can evaluate the residence time by integrating
the survival probability function L(t), given by

T L t t a a t a a( )d e e dt t

0 0
1

/
2

/
1 1 2 2

1 2= = + = +

(4)

A summary of residence times in the interfacial and
subinterfacial layers using the different models is listed in
Table 3. Since the system’s thickness does not influence the
interfacial properties, the values are averaged over the three
systems (thicknesses). The individual value for each system
can be found in the Supporting Information. For all three
model results, the residence time of the ions in the interfacial

Figure 4. 2D radial distribution functions (RDFs) of the center of mass (COM) between cations and anions. The top, center, and bottom rows are
anion−anion, cation−anion, and cation−cation 2D RDFs, respectively. The left, center, and right columns are 2D RDFs using the Drude, ScaleQ,
and FixQ models, respectively.

Figure 5. Probability density distribution of cos(θ) in the interfacial
layer, where θ is the angle between the imidazolium ring normal and
the surface normal.
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layer is much longer than that in the subinterfacial layer. The
ratio of residence times in the interfacial and subinterfacial
layer for the cation, TCat

Int /TCat
Sub, is 6.26, 4.48, and 5.55, for the

FixQ, ScaleQ, and Drude models, respectively. The ratio for
the anion, TAn

Int/TAn
Sub, is 1.65, 2.19, and 1.96. The longer

residence time can be partly explained by the available exit
pathways: in the case of interfacial ions, they can only exit to
the subinterfacial layer, while in the case of the subinterfacial
layer, they can exit to either the interfacial layer or the central
layer. Other influencing factors, like diffusion and reorientation
dynamics, can contribute to such behavior as well.
As is evident from Table 3, the FixQ model predicts

considerably longer residence times for interfacial and
subinterfacial cations and anions than the other two models.
For example, the residence times of interfacial cations are
about 37, 5.3, and 4.6 ns for the FixQ, ScaleQ, and Drude
models, respectively. It is noteworthy that the ScaleQ model
improves the dynamics compared to the FixQ model, as
indicated by the decreasing residence time. However, the
improvement for cations and anions is different, especially for
interfacial ions. While the ratio of the residence time of
interfacial cations and anions is 1.64 and 1.41 using the FixQ
and Drude models, the ratio using the ScaleQ model is 1.01.
The relative dynamics of interfacial cations and anions using
the ScaleQ model differs from the other two models. The
unique behavior predicted by the ScaleQ model can be that of
either the increased kinetics of the cation being too high or the
increased kinetics of the anion is too low. This difference is a
direct result of the scaled-charge. The ScaleQ model assumes
that one can inexplicitly account for the charge transfer and
many-body polarization effects by scaling down the atomic
charges. However, such effects do not identically impact the
dynamical properties of cations and anions, especially when the
ions are close to the interface. When an ion comes close to the
interface, the total number of the surrounding ions becomes

less, which leads to weakening electronic polarization effects.
But the scaled-charge remains the same, which may cause an
overestimation of the many-body polarization effects. The
unphysical behavior of scaled-charges near the interface can
lead to an incorrect prediction of the interfacial properties,
such as the residence time.
Reorientation Correlation Time. The reorientation

correlation functions of cations and anions were evaluated to
characterize the reorientation dynamics in the interfacial,
subinterfacial, and central layers. The correlation function is
defined as

C t
N

e t e( )
1

( ) (0)
i

N

i i
1

= ·
= (5)

where ei stands for a unit vector in the direction of the RT
vector on the ith cation or the NT vector on the ith anion, as
depicted in Figure 3. The correlation function can be well-fit
by a triexponential function

C t a a a a a a( ) e e e ; where 1t t t
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/
3

/
1 2 3
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The correlation time T is obtained by integrating the
correlation functions,

T C t t a a a t

a a a

( )d e e e dt t t

0 0
1

/
2

/
3

/

1 1 2 2 3 3
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and these are shown in Tables 4 and 5 for cations and anions,
respectively. Due to the strong orientational preference of the
cations at the interface, it is not surprising that the correlation
time for the cations in the interfacial layer is always longer than
that of the central layers, no matter what model is used. The
strong tendency of the alkyl tails protruding into the vacuum
and keeping a highly ordered structure in the interfacial layer
greatly slows down the rotational dynamics compared to that
in the liquid phase. However, the situations are different for
cations in the subinterfacial layer. In the case of the cation,
while the Drude model predicts a slightly higher correlation
time of the subinterfacial layer than the central layer, both
FixQ and ScaleQ models predict a lower correlation time of
the subinterfacial layer than the central layer, which is
indicated by the values of T(sub)/T(central) being above or
below 1. In most cases, reorientation dynamics in the
subinterfacial layer depends primarily on the available free
volume required to permit a vector rotation. Considering the
density profiles of the three models, we find that the density of
anions in the subinterfacial layer predicted by the Drude model
is considerably higher than that predicted by the other two
models, which indicates a lower free volume for the cation
vector to reorientate in the case of the Drude model. Also,
recalling the orientational preference of cations in the
subinterfacial layer, we find that cations using the Drude
model show a slightly higher orientational preference than the

Figure 6. Surface tensions of different layer thicknesses using three
models. The light blue dashed line shows the experimental data54 for
reference.

Table 3. Residence Time of Cations and Anions in the Interfacial and Subinterfacial Layers Using the FixQ, ScaleQ, and Drude
Models

Residence Time (ns) Cation Interfacial Cation Subinterfacial Anion Interfacial Anion Subinterfacial

FixQ 37.1 ± 5.7 5.92 ± 0.86 22.6 ± 3.0 13.7 ± 1.9
ScaleQ 5.26 ± 0.36 1.17 ± 0.08 5.18 ± 0.37 2.37 ± 0.25
Drude 4.57 ± 0.28 0.824 ± 0.038 3.24 ± 0.22 1.65 ± 0.09
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other two models. Such a preference also slightly prevents the
cation vector from orientating. The low free volume for the
reorientation of the cation’s vector, together with the
orientational preference, ultimately results in a higher
correlation time for cations in the subinterfacial layer. For
anions, the situation is similar, but T(Sub)/T(Central) is
always below 1. Considering the smaller volume needed for the
anion vector to reorientate and the lower density of cations in
the subinterfacial layer, which indicates a higher free volume
for the anions, it is reasonable that T(Sub)/T(Central) is
always less than 1, even for the Drude model.
Interestingly, the ScaleQ model predicts a lower reorienta-

tion correlation time for cations and anions in the interfacial
layer compared to the Drude model. In general, although the
ScaleQ model can improve the dynamics of ionic liquids, its
dynamics is still more sluggish than the Drude model, like self-
diffusion coefficients and viscosities in the liquid phase.
However, the model predicts a faster reorientation dynamics
at the outermost interface. The electrostatic effect plays an
important role in the reorientation of cations and anions at the
interface, especially in this simulation where the cations and
anion have both nonpolar and polar parts. The polar part
prefers to be away from the liquid-vacuum interface, while the
nonpolar part acts the opposite. Therefore, the greater the
difference in polarity between the two parts, the harder it is for
the ions to reorient. As we have discussed above, ions at the
interface, which have a lower coordination number, undergo a
less severe electron cloud distortion than those in the liquid
phase and therefore have small induced dipoles. The scaled-
down charge overaccounts for the polarization effect for the
ions at the interface, which leads to a too-fast reorientation
dynamics at the interface. The polarity difference for the ions
in the Drude model may be larger than that in the ScaleQ
model. This difference causes such lower reorientation
correlation time in the ScaleQ model. This assumption can
be verified from the side by Figure 3, where we can see that the
Drude model predicts a stronger orientation preference than
the ScaleQ model for both a cation and anion. Considering the
different chemical environments at the vacuum-liquid interface
from the bulk phase, the straightforward implementation of
scaling down charges to mimic the many-body polarization
effect is not likely to be a good substitute for the polarizable
force field when studying interfaces.
Diffusion. To characterize the diffusion of the ions, we

evaluated their self-diffusion coefficients by calculating the
mean-square displacement (MSD) of the COM of the ions.
The MSD in a direction α is defined by

t
N

r t rMSD ( )
1

( ) (0)
i

N

1
COM, COM,

2= | |
= (8)

where N is the number of cations or anions, rCOM,α(t) is the
unwrapped position of the ith ion in the direction α, and ⟨•⟩
denotes the ensemble average. Considering the difference in
the lateral and normal directions, we evaluated the MSDxy(t)
and MSDz(t) in different layers, separately. Following the
recommendations of a recent review,55 we estimated the self-
diffusion coefficient using Einstein’s relation by

D
t N

r t r1
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d
d

1
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t i
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1
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2= | |
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Figure 7 shows the MSDs for cations and anions in the central
layer using the Drude model, together with the linear fits, as an
example. The values of Dxy and Dz for cations and anions in the
interfacial, subinterfacial, and central layers using the three
models are listed in Table 6.
For all models, we can see a remarkable difference between

the normal and lateral self-diffusion coefficients in the
interfacial and subinterfacial layers. In contrast, the difference
in the central layer is much smaller as expected. The
coefficients in the central layer are close to those of the bulk
phase. The lateral diffusion Dxy in the interfacial layer is
considerably faster than the normal diffusion Dz in the
corresponding layers, by about 1 order of magnitude for the
ScaleQ and Drude models. The difference between Dxy and Dz
predicted by the FixQ model is only 4-fold, not as much as the
difference in the other two models, partly due to the intrinsic
slow dynamics of the FixQ model. Additionally, one should
notice that the diffusion coefficients of a cation and anion in
the interfacial layers are similar for the ScaleQ and Drude
cases. Overall, the FixQ model suffers from low self-diffusion
coefficients by 1 order of magnitude, as mentioned in a
number of previous studies starting with the work of Yan et
al.23 Fortunately, the ScaleQ model partly cures the sluggish
dynamics and can give qualitatively correct results within the
same order of magnitude as the Drude model and experimental
data. Therefore, the following analysis of the diffusion is only
based on the ScaleQ and Drude models.
The above unique diffusion phenomena, e.g., the fast lateral

diffusion, slow normal diffusion, and similar self-diffusion
coefficients of cations and anions, can be explained by the
orientational preference of the ions in the interfacial layer. Due
to the strong orientational preference of cations and anions in
the interfacial layer, most cations and anions orient to be

Table 4. Reorientation Correlation Time of Cations in Interfacial, Subinterfacial, and Central Layers Using the FixQ, ScaleQ,
and Drude Models

Cation Reorientation Correlation Time (ns) Interfacial Layer Subinterfacial Layer Central Layer T(Sub)/T(Central)

FixQ 4.61 ± 0.10 2.53 ± 0.60 3.34 ± 0.23 0.756
ScaleQ 1.00 ± 0.07 0.326 ± 0.031 0.387 ± 0.021 0.843
Drude 1.52 ± 0.05 0.229 ± 0.007 0.204 ± 0.012 1.12

Table 5. Reorientation Correlation Time of Anions in Interfacial, Subinterfacial, and Central Layers Using the FixQ, ScaleQ,
and the Drude Models

Anion Reorientation Correlation Time (102 ps) Interfacial Layer Subinterfacial Layer Central Layer T(Sub)/T(Central)

FixQ 8.03 ± 1.08 5.74 ± 0.69 7.76 ± 0.32 0.740
ScaleQ 1.03 ± 0.05 0.576 ± 0.014 0.772 ± 0.013 0.746
Drude 1.28 ± 0.08 0.488 ± 0.014 0.518 ± 0.007 0.941
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parallel to each other. Therefore, ions can easily have a
collective movement in the lateral direction or exchange with
their neighboring ions without reorientations, which can be

faster than the random walk in the bulk phase. This movement
partly explains the faster diffusion of ions in the lateral
direction and the similar Dxy of cations and anions in the
interfacial layer.
On the other hand, the normal diffusion is blocked and

sluggish. First, the movement into the vacuum phase is
prohibited, which partly reduces the diffusion. Second,
considering the orientational preference of cations and anions
in the interfacial layer and the size of ions, the anions are
“jammed” between the head and tail of the cations, like a
sandwich. The large cross-sectional area of the anions in the
normal direction blocks both the cation and anions from the
normal diffusion. The slow normal diffusion results in the
“long” residence time of ions in the interfacial layer. For
subinterfacial dynamics, the normal diffusion improves but is
still lower than the bulk value. The interfacial layer’s high
density and long residence time reduces the ions in the
subinterfacial layer to move in the normal direction from one
end, which contributes to the lower normal diffusion.
One should also note that the self-diffusion coefficient

predicted by the Drude model is higher than the experimental
data56 (D+

exp = 2.58 × 10−11 m2 s−1, D−
exp = 2.22 × 10−11 m2

s−1), which indicates faster dynamics in the Drude model. The
induction interaction added in the polarizable force field
should be attractive between atoms, which makes one expect
slower dynamics. According to the original paper of the Drude
model,38 they attribute the improved dynamics to the weaker
long-range correlation, indicated by the less pronounced spatial
distribution in the second solvation shell. The stronger
attraction in the first solvation shell is observed in their spatial
distributions, which coincides with the idea that the induction
terms increase the attraction between atoms. On the other
hand, the ScaleQ model predicts an overall less intensity in the
spatial distribution, which is related to its low density.
One may notice that, in the central layer, the Dxy and Dz for

the FixQ and ScaleQ models are higher than D in the bulk
phase, while the Drude model predicts the opposite. This may
be caused by the density differences. For the FixQ and ScaleQ
models, their central layer density is lower than their bulk
phase density, 1.424 vs 1.433 g/mL for the FixQ model and
1.389 vs 1.401 g/mL for the ScaleQ model. On the other hand,
the central density for the Drude model is higher than the bulk
phase, 1.422 vs 1.414 g/mL. The relative density difference
between the central layer and bulk phase using different force
fields may cause the above behavior.

■ CONCLUSIONS
Molecular dynamics simulations for the air−liquid interface of
[C4mim][NTf2] at 300 K were carried out using three different
kinds of force field: (a) FixQ: a nonpolarizable force field with

Figure 7. Survival probability of cations and anions in interfacial and
subinterfacial layers using the (a) FixQ, (b) ScaleQ, and (c) Drude
models.

Table 6. Self-Diffusion Coefficients of Cations and Anions in Different Layers

Self-Diffusion
Coefficient (10−11 m2

s−1) Bulk Phase L1b Lateral L1 Normal L2b Lateral L2 Normal Central Lateral Central Normal

FixQ Ca 0.218 ± 0.006 0.276 ± 0.056 0.093 ± 0.011 0.345 ± 0.006 0.286 ± 0.044 0.244 ± 0.018 0.223 ± 0.019
Aa 0.173 ± 0.010 0.318 ± 0.055 0.081 ± 0.011 0.298 ± 0.022 0.235 ± 0.033 0.190 ± 0.021 0.186 ± 0.035

ScaleQ C 1.75 ± 0.07 3.63 ± 0.28 0.46 ± 0.10 2.89 ± 0.22 0.96 ± 0.13 2.35 ± 0.10 2.24 ± 0.05
A 1.32 ± 0.05 3.64 ± 0.10 0.54 ± 0.06 2.42 ± 0.21 0.88 ± 0.10 1.75 ± 0.11 1.73 ± 0.11

Drude C 4.92 ± 0.38 5.34 ± 0.21 0.451 ± 0.14 5.30 ± 0.44 1.88 ± 0.22 4.72 ± 0.17 4.34 ± 0.21
A 4.25 ± 0.18 5.44 ± 0.33 0.49 ± 0.19 4.15 ± 0.24 1.50 ± 0.18 4.17 ± 0.15 3.85 ± 0.33

aC: cation, A: anion. bL1: interfacial layer, L2: subinterfacial layer.
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each ion charge remaining unit; (b) ScaleQ: a nonpolarizable
force field with the original atomic charged scaled down by 0.8;
and (c) Drude: a polarizable force field with Drude oscillators.
The three models were used to illustrate the effect of the
scaled-charge and electric polarizability on simulating the
interfacial properties of the common ionic liquid, [C4mim]-
[NTf2]. To provide a comprehensive benchmark for the three
models, we analyzed several structural and dynamical proper-
ties, including density profiles, orientation preference, 2D
RDFs, surface tension, residence time, reorientation, and
diffusion, in different layers. Based on the ITIM analysis, we
could distinguish whether the ion is in the interfacial,
subinterfacial, or central layer.
It is seen that the cation density at the interface for the

Drude and ScaleQ models is reduced relative to that of the
FixQ model. However, the Drude model predicts a higher
anion density in the subinterfacial layer than in the interfacial
layer, while the ScaleQ and FixQ models predict the opposite
scenario. At the same time, the density oscillation beneath the
subinterfacial layer of the ScaleQ and FixQ model is more
pronounced than that of the Drude model. For different
models, the other structural properties, like the orientational
preference and 2D RDF, are similar in trend from the
interfacial layer to the central layer, with several differences in
the peak intensity and position. The surface tension predicted
by the three models follows the trend: FixQ > ScaleQ > Drude,
while all of them show at least a 20% deviation from the
experimental value.
We further determined the residence time of ions in a

certain layer. Overall, the residence time in the interfacial layer
is higher than in the subinterfacial layer for all models. Cations
always stay longer than anions in the interfacial layer, while the
opposite is observed in the subinterfacial layer. The residence
time predicted by the FixQ model is about 1 order of
magnitude longer than the Drude model, while the residence
time predicted by the ScaleQ model is much closer to the
Drude model. Furthermore, the reorientation dynamics was
evaluated for ions in different layers. While ions in the
interfacial layer always have the slowest reorientation
dynamics, the three models predict different results for ions
in the subinterfacial layer. The FixQ and ScaleQ models
predict that cations in the subinterfacial layer have a shorter

reorientation correlation time than cations in the central layer,
while the Drude model shows the opposite result.
Regarding the diffusive behavior of ions in different layers,

we observed a significant difference in the lateral and normal
direction, especially in the interfacial layer. With a strong
orientation preference and local lateral clustering, ions at the
interface have a faster lateral diffusion, due to the collective
movement and easier neighboring ion exchange in the lateral
direction. On the other hand, it is difficult for ions at the
interface to diffuse in the normal direction because of the
prolonged ion exchange between the interfacial and sub-
interfacial layers.
Overall, by comprehensively analyzing structural and

dynamic properties related to the RTIL interface, we find
that (a) the FixQ model cannot accurately predict structural
nor dynamic properties, due to the lack of consideration of
polarization effects and charge transfer; (b) the ScaleQ model
largely improves some dynamical properties compared to the
FixQ model, at least achieving the same order of magnitude
with the polarizable Drude model (however, the ScaleQ model
cannot fully account for the polarizable charge screening effect,
especially at the interface); (c) the Drude model predicts a
lower surface tension and higher self-diffusion coefficient than
experiment. We note that none of the three methods are
perfect for accurately predicting the interfacial properties, and
so, further improvement of the force fields for ionic liquids
seems essential for interface modeling via MD.
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