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ABSTRACT

Background Workplace-based assessment (WBA) is a key assessment strategy in competency-based medical education. However,

its full potential has not been actualized secondary to concerns with reliability, validity, and accuracy. Frame of reference training

(FORT), a rater training technique that helps assessors distinguish between learner performance levels, can improve the accuracy

and reliability of WBA, but the effect size is variable. Understanding FORT benefits and challenges help improve this rater training

technique.

Objective To explore faculty’s perceptions of the benefits and challenges associated with FORT.

Methods Subjects were internal medicine and family medicine physicians (n¼41) who participated in a rater training intervention

in 2018 consisting of in-person FORT followed by asynchronous online spaced learning. We assessed participants’ perceptions of

FORT in post-workshop focus groups and an end-of-study survey. Focus groups and survey free text responses were coded using

thematic analysis.

Results All subjects participated in 1 of 4 focus groups and completed the survey. Four benefits of FORT were identified: (1)

opportunity to apply skills frameworks via deliberate practice; (2) demonstration of the importance of certain evidence-based

clinical skills; (3) practice that improved the ability to discriminate between resident skill levels; and (4) highlighting the importance

of direct observation and the dangers using proxy information in assessment. Challenges included time constraints and task

repetitiveness.

Conclusions Participants believe that FORT training serves multiple purposes, including helping them distinguish between

learner skill levels while demonstrating the impact of evidence-based clinical skills and the importance of direct observation.

Introduction

Workplace-based assessment (WBA) is a key assess-

ment strategy in medical education, particularly in

competency-based medical education. Improving

WBA quality requires faculty development,1-4 which

is necessary to improve faculty’s ability to observe,

synthesize observations into a judgment, encode

judgments into an entrustment rating, provide feed-

back, and coach learners.3-5 However, the impact of

faculty development interventions on the reliability

and accuracy of WBA in medical education has been

small to negligible.6-12 As such, more work is needed

to delineate the unique effects of the various

components and implementation designs of rater

training.4,5

Performance dimension training (PDT) and frame

of reference training (FORT) are 2 rater training

techniques that can improve performance appraisal

assessments.13,14 PDT trains assessors to recognize

the appropriate behaviors or dimensions of a given

competency or skill using evidence-informed defini-

tions supported by examples using written vignettes,

videos, or role-plays.13,14 FORT helps assessors

discriminate between variations in the quality of

demonstrated skills by having participants individu-

ally assess multiple videos of individual learners with

different skill levels and then together discuss

discrepancies in observations and ratings.13,14 For

example, during PDT, assessors are asked to identify

the behaviors that constitute aspirational shared

decision-making and are shown examples of these

behaviors in video vignettes. Then, during FORT,

facilitators ask team members to individually assess

several stimulus videos of a resident counseling a

patient about starting a statin, in which the resident

demonstrates a range of skills from poor to aspira-

tional. Assessors then discuss the videos as a group

using a compare-contrast approach, sharing assess-

ments and discussing discrepancies to create a shared

mental model to guide assessment judgements.13,14 In

a business setting, PDT and FORT can improve

assessment accuracy and minimize rating variability

by decreasing rater errors or biases unrelated to the

targeted performance behaviors.13,14 The impact of
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these techniques in medical education have been more

variable.9-12

We previously published a rater training study that

incorporated emerging rater cognition theories (the

use of variable frames of reference, inference, and

uncertainty in how to translate observations into

numerical ratings) to determine which components of

rater training might improve WBA.15-19 In that study

we explored how PDT affected participants’ approach

to WBA.19 More recently, we demonstrated that rater

training which included FORT increased the accuracy

and specificity of observations.20 Clarifying the

mechanisms of FORT in medical education may

provide further insights into rater cognition and

how best to conduct FORT to improve WBA quality

and accuracy.21,22 To our knowledge there has not

been a study examining faculty perceptions of FORT

in medical education and the mechanism by which it

influences assessors’ judgments.

The purpose of this study was to understand

assessors’ perceptions of FORT, in particular its

benefits and challenges.

Methods

We previously published a randomized controlled

trial of a longitudinal rater training intervention to

improve WBA.20 This current study focuses only on

the intervention group of that study and on the

perceptions of FORT.

Participants

Between December 2017 and August 2018, we

emailed family and internal medicine residency pro-

gram directors at 138 programs in 6 Midwest states

and 186 programs in 5 Mid-Atlantic states soliciting

their interest to enroll faculty in the study. Program

directors provided email addresses for potential

participants. Eligible participants needed to be general

practitioner faculty who (1) were responsible for

outpatient clinical training and evaluation of residents;

(2) provided outpatient care for their own patient

panel; (3) held a faculty position for at least 1 year; and

(4) were available for a 2-day study session. Partici-

pants who agreed to enroll were initially randomized

to the control (n¼45) or intervention arm (n¼49). This

current study focuses only on the 41 intervention

group participants who completed the study (7

dropped out post-randomization and 1 dropped out

mid-trial secondary to illness). The control group

participants are not included in the current study.

Participants received a modest $150 honorarium from

the Accreditation Council for Graduate Medical

Education. The intervention group was eligible for

up to 14.25 Continuing Medical Education and

Maintenance of Certification credits.

Development of Stimulus Videos

Between June 2016 and June 2018, with the

assistance of 6 experts in physician-patient commu-

nication and trainee assessment, and using evidence

from the literature, we created stimulus videos

depicting residents taking a history from or counsel-

ing patients.23-28 We created 27 videos (9 scenarios,

each demonstrating 3 different levels of resident skill)

for rater training using recommended guidelines.29 In

the online supplementary data, we summarize the

steps we used to create the videos and their associated

answer keys with the expert-informed consensus

entrustment rating and narrative assessment.

Intervention and Assessments

At baseline, participants completed a self-

administered demographic web-based questionnaire

and assessed 10 stimulus videos (5 history taking and

5 counseling) using an online rater assessment form

asking them to identify what the resident in the video

did well, what required improvement, and how they

would supervise the resident going forward (prospec-

tive entrustment decision).20 Participants attended 1

of 4 rater trainings in the fall of 2018. The rater

trainings were 2-day, in-person, 3-hour workshops

that immediately followed the baseline assessment.

The rater training content and format (online

supplementary data) were informed by our prior

research and included PDT and FORT.9,15-19 During

PDT, participants created frameworks of the skills

required for history taking and counseling. They then

reviewed an evidence-based framework for each skill

and revised their framework as needed.23-28 During

FORT participants applied the framework to the 2

Objectives
To explore faculty’s perceptions of the benefits and
challenges associated with frame of reference rater training.

Findings
Participants felt frame of reference training offered an
opportunity to apply skills frameworks via deliberate
practice, demonstrated the importance of evidence-based
clinical skills, improved their ability to discriminate between
resident skill levels, and highlighted the importance of direct
observation.

Limitations
It is uncertain how findings generalize to other specialties or
rater training for other skills.

Bottom Line
This study provides an understanding for how frame of
reference training impacts faculty’s beliefs about and
approach to workplace-based assessment.
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remaining stimulus videos in the series, comparing

their assessments to the answer keys as a group.

After each of the 4 rater training workshops, 1 of 4

individuals with expertise in focus group facilitation

(but otherwise unrelated to the study) led a focus

group about the rater training (focus group guide

provided as online supplementary data). Focus groups

occurred immediately after the rater training so that

participants could provide specific feedback about the

rater training. Study investigators were not present

during the focus groups, which were audio-recorded,

transcribed, and de-identified.

Four weeks after the in-person workshops, partic-

ipants started 3 asynchronous, online, spaced learning

FORT modules with timed deliverables spaced 6

weeks apart using the Canvas Learning Management

System (Instructure Inc). In spaced learning, a course

is divided into short duration modules with breaks

between the sessions. We included spaced learning

because knowledge retention is enhanced when

learning sessions are spaced in time.30 During each

spaced learning module, participants were prompted

to watch a series of history taking and counseling

stimulus videos, each depicting 2 different levels of

resident skill. We instructed participants to use their

frameworks to guide observations. After rating each

video, participants reviewed the answer key and

identified similarities and differences between their

own observations and those of the expert. A third

video for each series was available for optional review

(online supplementary data). A study investigator

(J.K. or E.H.) moderated the spaced learning discus-

sion boards.

At a minimum of 4 weeks after the last spaced

learning module (March to May 2019), participants

watched and rated 10 stimulus videos (5 history

taking and 5 counseling). Participants completed a

19-item end-of-study survey focused on the interven-

tion (online supplementary data). Questions asked

about the benefits of spaced learning (rated on a 5-

point Likert scale where 1¼strongly disagree,

5¼strongly agree) and spaced learning timing and

work effort (rated on a 3-point scale). There were 3

open-ended questions eliciting (1) strengths of spaced

learning to improve skills in direct observation; (2)

ways spaced learning could be improved; and (3)

barriers to spaced learning participation.

Analysis

We used descriptive statistics to summarize demo-

graphic and end-of-study survey data. Two investiga-

tors (J.K., L.C.) independently coded focus group

transcripts and open-ended survey questions using

thematic analysis.31 The investigators began by

familiarizing themselves with the data, coding data

relevant to the research question, and generating

initial themes. The investigators met multiple times to

review, discuss, reconcile, and name the themes

identified. Themes were then shared with the third

investigator (E.H.) for additional input and clarifica-

tion.

The Institutional Review Board of the University of

Pennsylvania Office of Regulatory Affairs approved

this study. All participants provided informed con-

sent.

Results

TABLE 1 summarizes participant demographics. All

participants attended 1 of 4 post-workshop focus

groups. From the focus groups we identified 4 themes

describing FORT benefits and 6 themes describing

challenges. TABLE 2 provides example quotes for each

theme.

Benefits of FORT

First, FORT allowed participants to practice applying

their previously created frameworks to different

videos. Participants described how watching multiple

videos of the same encounter enabled them to apply

the frameworks to videos demonstrating a progres-

sion of resident skill level. Participants explained how

watching the same encounter at 3 different resident

skill levels promoted deliberate practice. They ex-

plained how writing out their observations required

them to commit to their assessments, further facili-

tating deliberate practice.

Second, watching videos of the same encounter at 3

different resident skill levels helped participants gain

clarity about the importance of specific clinical skills.

Initially some participants doubted that a particular

framework behavior was important and necessary for

safe, effective, patient-centered care (for example,

asking patients to prioritize their agenda at the

beginning of a visit). However, when participants

watched the video in which the resident started the

encounter with agenda-setting, they were able see

why that behavior was beneficial and important.

Therefore, seeing aspirational performance helped

highlight the value and importance of certain clinical

behaviors that may have initially been dismissed as

unimportant or minimally important.

Third, seeing the same clinical encounter performed

at 3 resident skill levels helped participants discrim-

inate between performance levels. While it was

sometimes difficult for participants to distinguish

between poor and satisfactory performance (calling

for direct and indirect supervision respectively) or

between satisfactory and aspirational performance
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(no supervision needed), watching the sequence of 3

videos helped participants better distinguish between

resident skill levels. Participants described how

comparing and contrasting residents across the video

series enabled them to better understand the range of

behaviors for, or variable execution of, a given skill.

For example, across the video series, participants

could see a range of how much and how well a

resident explored the physical, psychological, and

emotional impact of a symptom on a patient.

Fourth, participants described how watching the 3-

video series emphasized the importance of direct

TABLE 1
Baseline Characteristics of Participants

Characteristic n (%)

Gender

Female 25 (61)

Male 16 (39)

Age in years, mean (SD) 43.3 (9.8)

Years post-residency, mean (SD) 11.3 (9.8)

Completed fellowship 9 (22)

Primary specialty

Internal medicine 28 (68)

Family medicine 13 (32)

Academic rank, n (%)

Instructor 4 (10)

Assistant professor 18 (44)

Associate professor 10 (24)

Professor 1 (2)

Other/not applicable 8 (20)

Institution type

University-based 17 (41)

Community-based, university-affiliated 15 (37)

Community-based, non-university-affiliated 8 (20)

Othera 1 (2)

Educational leadership rolesb

Program, associate, or assistant director 20 (49)

Core faculty 21 (51)

Clinical competency committee chair or member 16 (39)

Other (resident clinic site director, assistant/associate fellowship director, medical school clinical rotation course

director, etc)

14 (34)

None 5 (12)

Outpatient half days per week seeing own patients, mean (SD) 3.0 (1.9)

Years precepting residents in outpatient setting, mean (SD) 9.0 (8.1)

Half days per week precepting residents in outpatient setting, mean (SD) 2.9 (1.8)

Precepting supervision practices (typically see all patients when precepting)

Interns in clinic the first 6 months of internship 36 (88)

Interns in clinic the second 6 months of internship 12 (29)

Second- and third-year residents in clinic 8 (20)

Participated in a faculty development workshop in last 5 years focused on:

Observing and assessing residents in a clinical setting 16 (39)

Competency-based assessment of medical trainees 23 (56)

Giving feedback to medical trainees 29 (71)

Communication skills with patients 17 (41)
a Hospital, but not residency, has university affiliation.
b Participants were able to select more than one role.
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TABLE 2
Benefits and Challenges Associated with Frame of Reference Training (FORT)

Theme Example Quote

Benefits of FORT

Practice applying

framework to videos

and engaging in

deliberate practice

I think, for me, it felt like this was a chance. . .you’ve given me this new tool called a framework.

I’m not that comfortable with doing it [WBA direct observation]. Let me kind of practice this.

And so, I was very much focused more on practicing that skill of how I move between the page

[framework] and observing and figuring out how to then record that data. (Participant [P] 71,

Focus Group [FG] 4)

FG 2 Moderator: What do you think was the most important piece of all of this?

It was applying the framework to watching the videos across the progression. (P 11, FG 2)

I liked all the different videos that had the different levels of. . .whether they needed eventually

direct or indirect [supervision] and I really liked that. You could relate it to the frameworks and

knew everybody’s perspectives. (P 18, FG 2)

The actual repetition of the task in the videos was helpful for me. (P 82, FG 3)

FG 2 Moderator: Tedious. Okay that’s fair. What else? What do you guys think about that?

I felt the exact same way. But then I realized that making me focus this much on these little details

is what’s going to make me see a difference between the subtle differences. The differences

between 1 and 3 was huge but 1 and 2 was medium. And 2 and 3 was medium, there’s more

subtle differences. . .And then I was like okay now I’m understanding the more you write it the

more you realize you look for it. So maybe that was perhaps the point of it? The redundancy

was the point. (P 42, FG 2)

Demonstrates importance

of specific clinical skills

I liked the order in which it was done. You started with the intermediate one and without a

framework in front of you and just had to judge it like we did in the pretest. And then we got

the framework, and you were able to say, ‘‘Oh, I saw this. I guess that was what was on the

framework.’’ And then when you went back and saw the low and the high one, you’re able to

very clearly be like. . .especially stuff on the framework you’re like, ‘‘I don’t see how this would

be useful. This seems kind of silly.’’ And then you see it in the video and you’re like, ‘‘Oh,

actually I see how that’s important.’’ Doing it without the framework, getting the framework and

then doing it again was useful for me. (P 27, FG 3)

I remember when we were doing that exercise too there was one part where we’re all going

through the history part and like no, that one [referring to an item on the framework] is

definitely out. The general consensus among the participants. . .was in relation to [eliciting] the

patient priority list [agenda] and that’s not necessary. That seems like it’s a waste of time. But in

the long term, that’s the whole goal of all of this. Is to not just get through the visit but long-

term success with the patient. (P 43, FG 3)

It was nice that they defended it [eliciting patient agenda] with actual studies. (P 42, FG 3)

Helps improve

discrimination between

performance levels

I liked how it was the same encounter done differently. . .It was the same person, same encounter.

That was the most helpful. (P 42, FG 2)

When I saw first video, it was medium, I ranked it as a 7. Almost everybody ranked it as a 7. And I

could not find—why not 9? Although I couldn’t find mistakes. But at the end of the workshop,

when I saw worst video and the best video, I knew why it was 7 and not 9. (P 15, FG 4)

I think the sequentiality of them. We have 3 videos each time and there was development or

regression. It gave me a chance to respond. And then you saw the next one, and you were like,

‘‘Oh. That was bad, but this is much better.’’ You change your frame of reference. Which I’m

sure is part of the point. (P 69, FG 4)

By the end I was like, ‘‘Oh this is the high and this is the mid and this is low.’’ But in the first

round I wasn’t in the mindset of that. I grew into that and I feel like the reason I grew into it

was because they handed us the key. I was like oh I see, I see this one has all the green

[indicating more aspirational performance] and this one has most of the red [indicating a lower

performance]. (P 3, FG 2)

I think it was probably valuable to do 3 [videos of same scenario]. I think it still accomplishes its

purpose in illustrating, ‘‘Look at the behaviors are different.’’ And you’re not pointing out, ‘‘Oh,

this person was less empathetic,’’ you’re pointing out, ‘‘This person did these things differently

and that’s what I’m going to point out in terms of. . .’’ It’s good training in terms of how to use

this framework. (P 76, FG 3)
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TABLE 2
Benefits and Challenges Associated with Frame of Reference Training (FORT) (continued)

Theme Example Quote

Emphasizes importance

of direct observation

and dangers using

proxy information

I found it useful to watch those 3 videos today which were the same clinical scenarios, the same

outcome. . .The 3 totally different approaches showed me how much I’m missing by not doing

direct observation. Those 3 videos in sequence were very powerful. (P 5, FG 1)

It was very powerful. (P 7, FG 1)

Especially when you have the framework. I wrote the same thing, so being able to compare and

contrast the poorer and the better interactions. (P 2, FG 1)

You basically got 3 completely different patient encounters, which could have 3 different outcomes

in terms of patient outcomes. You could have gotten the same presentation from all 3 of those

encounters. It’s kind of like you’re getting one presentation, but the reality is that 3 completely

different things are happening and that’s having serious consequences. The only way to pick up

on those potentially serious consequences is to do more direct observation. (P 62, FG 3)

Watching this same scenario 3 times by 1 person, I realized we could have gotten the same

information [during the] presentation at the end. . .But I didn’t realize how terrible some

[laughter] were at getting the information. Right? They would have come back and presented

the same. Boom, boom, boom, boom, boom. ‘‘And this is what we’re going to do.’’ And that

would have been correct, I guess. . .But it really makes me realize that I definitely have to do

more direct observation with the residents to see how they’re obtaining that information. (P 63,

FG 3)

Challenges With FORT

Similarity between videos

in a series

I will say, the videos run together a little bit. (P 69, FG 4)

And that’s actually a downside. Because as I watched the third video or the second video, I was

like, but did they not just do that? Or how much of it was memory from the previous video? The

videos were almost too alike. (P 17, FG 4)

Resident skills too

obvious

But by watching the 3 videos, I had premature closure when I’m like, ‘‘Oh, this is the bad one. He’s

going to say a couple of stupid things now.’’ It would be good to have more subtle examples. (P

76, FG 3)

Maybe the best video should maybe have some qualities, should have more room for

improvement. It was a little too good and then the bad guy was a little too bad. I would like

them to be a little more mixed so that I could still identify things that. . .because we were really

pulling at some of the stuff we said that the good video could do better. (P 27, FG 3)

Tedium in writing

observations

The ultimate goal was to see the progression. But the redundancy in writing some of the same

things you had seen from beginning was to me a little too tedious. (P 44, FG 2)

It’s what you go to do to learn it. Learning is tedious. (P 11, FG 2)

Groupthink I think going along with that and the premature closure, I don’t know if it was a good thing or a

bad thing, but when we’d see the bad residents, there would be some reactions from everyone.

We’d either laugh or whatever. I don’t know if that also influenced what we picked up on or

what we evaluated as well. (P 82, FG 3)

Yeah, I don’t know that I would have noticed the hand holding if it wasn’t for everyone who

started laughing at it. . .yeah, groupthink. (P 27, FG3)

Differentiating the

resident from the actor

I wasn’t sure whether the person was stiff because they were a poor actor or just not comfortable

being a doctor. . .Was I supposed to comment on their poor body language? I don’t know. I

don’t know whether that person had poor body language or was just a bad actor. (P 2, FG 1)

Yeah, the ones that were looking at the computer more I didn’t know if they were reading their

script or if they were trying to, you know. . .yeah, I don’t know. I agree with that. (P 6, FG 1)

Removing behaviors from

the framework

We need an objective framework to underlie the art of direct observation. We all need to agree on

what that looks like when done well before we can correctly observe it and critique it. I actually

would have appreciated some more data on that because they clearly had come up with their

framework by a good literature and patient-centered interviewing. We all took some issue with

some of the things on that list, and I would have appreciated being confronted with why we’re

wrong, because I’m sure we are. (P 76, FG 3)

I didn’t love the ‘‘Circle the things that could be left out of the encounter.’’ I was confused as to

what they were getting at and in the end, I was like, ‘‘So are you getting that off the list?’’

Because essentially we ended with this, ‘‘Okay, so we don’t need that then? But it is evidence-

based, so should we do that?’’ (P 27, FG 3)
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observation. Multiple participants described having

an ‘‘ah ha’’ moment when they realized that a

resident’s oral case presentation might be identical

after all 3 video encounters and might not represent

what occurred during the patient visit. As such,

FORT underscored how a resident’s patient presenta-

tion was an incomplete and inadequate proxy for

what occurred during an office visit. Participants

recognized that, while the information a resident

obtained from the patient might be the same, the

patient’s experience during the encounter and subse-

quent outcome of the visit could substantially differ.

This realization further reinforced the value of direct

observation.

Challenges With FORT

Participants described several challenges with FORT.

Given the similarities between each video in a series,

participants described how it was confusing to recall

what occurred in each video. Therefore, they ques-

tioned whether the same or a different actor should

portray the resident in all 3 videos. However,

participants also recommended making the differenc-

es between the videos more subtle, with the poorly

skilled resident a little better and the aspirational

resident a little less skilled. Some felt that writing

down their observations for each video in the series

was tedious, particularly given the similarity of videos

in the series. Participants also described how watch-

ing videos as a group may have caused cueing when

other participants had verbal or non-verbal reactions

to a video, potentially promoting groupthink. Partic-

ipants knew that the residents in the videos were

portrayed by actors, so at times they were uncertain if

the behaviors they observed should be attributed to

the resident’s skill or the actor’s performance. Finally,

during FORT we asked participants if there were any

behaviors on the framework that were not essential

for safe, effective, patient-centered care. Several

participants described their uncertainty taking behav-

iors off the framework when the frameworks were

presented as being evidence-based.

End-of-Survey Results About FORT Spaced

Learning

All participants (n¼41) completed the end-of-study

survey. Participants valued space learning as an

approach to improve their skills in direct observation

and feedback (TABLE 3) and were favorable regarding

the number and timing of spaced learning modules

(data not shown).

Almost all participants answered the open-ended

questions on benefits of (n¼39), areas to improve

(n¼39), and barriers to participating in (n¼38) FORT

spaced learning. Survey responses reiterated many of

the focus group themes. Participants described how

spaced learning afforded them additional opportunity

for repeated practice, which helped refresh skills in

direct observation while bringing intervening real-

world experience to practice. Participants described

how repeated practice mitigated losing previously

acquired skills, promoting longer-term learning.

Practice also reinforced the frameworks, thereby

building an ‘‘internal model’’ for the competency

being observed. As a result, applying the frameworks

started to become ‘‘second nature.’’

Participants also described the benefit of comparing

their assessments to the answer keys during spaced

learning. The answer keys helped participants differ-

entiate between skill levels across the video series. The

combination of seeing more cases and comparing

assessments to the answer keys made it easier for

participants to differentiate between good and fair

resident skill levels. With time, participants described

being better able to identify the more subtle differ-

ences in resident skills. Additionally, participants

valued the ability to compare their assessments to

the answer keys to see how they could further

improve as evaluators. Finally, the FORT spaced

learning continued to serve as a reminder that resident

behaviors in the room with a patient may not

translate into their oral case presentations.

The greatest challenge with spaced learning was

time. Participants described how it was challenging to

complete the spaced learning given their competing

responsibilities. Some participants wondered if it

would be better to assign fewer videos per module

or make each video shorter but have more modules.

Several commented that typing their observations was

tedious. Finally, some participants recommended

expanding the modules to skills beyond history taking

and physical examination.

Discussion

In this study we explored the mechanism by which

FORT, delivered through 2 in-person workshops and

3 asynchronous online spaced learning modules,

impacted participants’ approach to WBA. We found

that FORT provided participants an opportunity to

practice applying assessment frameworks, highlighted

the importance of specific evidence-based clinical

skills in patient care, helped participants improve

their ability to discriminate between skill levels, and

emphasized the importance of direct observation and

the dangers of using proxy information in assessment.

There are ongoing calls to improve assessment across

the undergraduate to graduate medical education

continuum.32-34 Importantly, the ability to assess
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effectively requires training and practice.2-5,21 To our

knowledge this is the first study to explore benefits

and challenges of WBA FORT in medical education.

The participants in our study recognized how

FORT provided an opportunity to engage in deliber-

ate practice of assessment through repetition, reflec-

tion, and feedback using the answer keys. The

acquisition of expertise requires deliberate practice,35

and acquiring expertise in assessment is likely no

different. The ability to compare individual assess-

ments to expert raters has previously been identified

as an important FORT technique.13 Deliberate

practice requires motivation and endurance, and

participants described how this practice sometimes

felt tedious and time consuming. As such, more

research is needed to determine how best to optimize

stimulus video content and delivery.

Faculty evaluation of learners is likely related to

faculty’s own clinical skills.15,16 Our findings high-

light how FORT may help faculty shift from using

their own clinical skills as the standard when

evaluating residents. Furthermore, if faculty do not

routinely perform a particular skill, or if they do not

believe that behavior is important for effective patient

care, they are unlikely to comment on it or assess it in

their learners. While reviewing evidence-based clini-

cal skills frameworks may suffice to convince a few

faculty members of the importance of these specific

clinical skills,19 we found that faculty could better

appreciate why certain skills were important and

beneficial after seeing the 3-video series, particularly

the video of the resident with aspirational skills.

Therefore, FORT may highlight the importance of

specific clinical skills and the likelihood that faculty

would use them in criterion-referenced resident

assessment.

Successful implementation of WBA requires that

both individuals and the organizational culture value

direct observation.5,36 It can be difficult to get faculty

to buy into the importance of direct observation.37

Watching the 3-video series reinforced the importance

of direct observation. This was an unexpected finding.

Watching the video series helped participants appre-

ciate, in a more salient and visceral way, how a

resident might present a patient the same way despite

3 very different patient encounters. This realization

reinforced the importance of direct observation and

the dangers and limitations of using proxy informa-

tion. Going forward, using a video series may be an

effective strategy to increase buy-in to direct obser-

vation.

The rater training in this study was longer than

most previously published studies (6 hours of in-

person workshops and 3 online asynchronous spaced

learning modules). Effective rater training takes time,

and this raises the real challenge of how to integrate

more intensive rater training into medical education

assessment programs given faculty’s limited time and

competing responsibilities. That said, if we want to

improve assessment, we need to recognize that there

are no easy fixes. Effective assessment takes time,

practice, and faculty development.5,21,37 Further-

more, iterative practice is important given that prior

rater training interventions have shown drift effects in

which assessors show high levels of interrater

reliability initially but poor reliability in subsequent

performance assessments.38,39 Successful implemen-

tation of WBA requires that individuals and the

organizational culture value direct observation.5,36

While it can be difficult to get faculty to buy into the

importance of direct observation, training assessors

on resident observation helps establish a sense of

trust, reliability, and validity in the feedback that

faculty provide to learners after conducting an

observation, thereby shifting the cultural view of

WBA as time well spent. Future research will need to

TABLE 3
Faculty Perceptions of Frame of Reference Training Spaced Learning on End-of-Study Survey

Survey Item

Strongly

Disagree/Disagree,

%

Neutral,

%

Agree/Strongly

Agree,

%

Not

Applicable,

%

Spaced learning. . .

was a valuable addition to the in-person training 2.4 17.1 73.2 7.3

helped me increase how often I do direct observation 14.6 22.0 56.1 7.3

improved my skills in direct observation of history taking 7.3 7.3 75.6 9.8

improved my skills in direct observation of counseling 7.3 7.3 75.6 9.8

improved my feedback to learners 7.3 17.1 63.4 12.2

improved my skills in selecting an

assessment/entrustment rating

9.8 17.1 63.4 9.8

expert answer keys were a valuable resource 4.9 4.9 75.6 14.6

needed the in-person workshop first 0 0 90.2 9.8
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explore how best to implement FORT to maximize

effectiveness while balancing feasibility.

There are several limitations to our findings. We

needed to recruit from multiple residency programs to

identify faculty for this study, and the participants’

motivation may differ from those who chose not to

participate (volunteer bias). Second, it is uncertain

how findings generalize to other specialties or rater

training for other skills (for example procedural

skills). Third, there was variable participation in the

spaced learning. Fourth, participants may have

described more benefits to training to justify their

time participating. Finally, although the impact of

WBA is maximized when it is followed by feedback,

this study did not address the impact of training on

feedback.

Conclusions

Individuals participating in FORT describe how it not

only enables deliberate practice to improve discrim-

ination between skill levels but also reinforces the

evidence-informed skill frameworks and the impor-

tance of direct observation.
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