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Abstract
Background: Tailoring implementation strategies and adapting treatments to better fit the local context may improve 
their effectiveness. However, there is a dearth of valid, reliable, pragmatic measures that allow for the prospective 
tracking of strategies and adaptations according to reporting recommendations. This study describes the development 
and pilot testing of three tools to be designed to serve this purpose.
Methods: Measure development was informed by two systematic reviews of the literature (implementation strategies 
and treatment adaptation). The three resulting tools vary with respect to the degree of structure (brainstorming 
log = low, activity log = moderate, detailed tracking log = high). To prospectively track treatment adaptations and 
implementation strategies, three stakeholder groups (treatment developer, implementation practitioners, and mental 
health providers) were randomly assigned one tool per week through an anonymous web-based survey for 12 weeks 
and incentivized to participate. Three established implementation outcome measures, the Acceptability of Intervention 
Measure, Intervention Appropriateness Measure, and Feasibility of Intervention Measure, were used to assess the tools. 
Semi-structured interviews were conducted to gather more nuanced information from stakeholders regarding their 
perceptions of the tools and the tracking process.
Results: The three tracking tools demonstrated moderate to good acceptability, appropriateness, and feasibility; the 
activity log was deemed the most feasible of the three tools. Implementation practitioners rated the tools the highest of 
the three stakeholder groups. The tools took an average of 15 min or less to complete.
Conclusion: This study sought to fill methodological gaps that prevent stakeholders and researchers from discerning 
which strategies are most important to deploy for promoting implementation and sustainment of evidence-based 
practices. These tools would allow researchers and practitioners to track whether activities were treatment adaptations 
or implementation strategies and what barrier(s) each targets. These tools could inform prospective tailoring of 
implementation strategies and treatment adaptations, which would promote scale out and spread.
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Background

Mounting evidence suggests that tailoring implementation 
strategies, which involves assessing relevant determinants 
and designing the strategy to address key determinants and 
stakeholder needs in a given context, may be more effec-
tive than standardized approaches (Baker et al., 2015; 
Kilbourne et al., 2014; Kirchner et al., 2017; Lewis et al., 
2015; Powell et al., 2017). Furthermore, treatments may be 
optimized when they are adapted, that is, when thoughtful, 
deliberate modifications are made to the components of a 
treatment or how it is delivered, with the goal of enhancing 
treatment fit or effectiveness (Baumann et al., 2017; 
Chambers et al., 2013; Wiltsey Stirman et al., 2017, 2019). 
Together, tailoring implementation strategies and adapting 
treatments may improve the sustainability of evidence-
based practices (EBPs; Chambers et al., 2013). Tailoring 
and adapting are often reactive processes, occurring in an 
unplanned manner throughout implementation (Wensing, 
2017), but may best achieve their desired effect through 
thoughtful planning (Baumann et al., 2017; Chambers 
et al., 2013). Both tailoring strategies and adapting treat-
ment are complex processes that may benefit from tools to 
prompt and guide the consideration of implicated factors, 
but few such tools exist.

Moreover, careful measurement of these tailoring and 
adapting processes is needed to evaluate their independent 
and interactive impact on targets and outcomes of interest. 
Currently, there are no valid, reliable, pragmatic tools that 
allow for planning or tracking strategy tailoring and treat-
ment adaptations simultaneously. Two studies offer pre-
liminary methods for tracking implementation strategies 
(Boyd et al., 2017; Bunger et al., 2017). First, Bunger and 
colleagues (2017) created an activity log in which partici-
pants in implementation efforts recorded implementation 

activities, their purpose, actors involved, and time spent on 
the activity. This log intended to collect retrospective and 
prospective data in a low-burden manner. Data extracted 
from this tool allowed for the identification of the action, 
actor, temporality, and dose of the implementation strat-
egy. However, reporting according to recommendations 
(Proctor et al., 2013) is limited, as the justification, strat-
egy target, and outcome are not explicit. These early efforts 
confirm the importance of contemporaneous tracking 
given problems with retrospective recall (Bunger et al., 
2017).

Second, Boyd et al. (2017) developed a coding system 
to track implementation strategies and map them onto 
reporting recommendations (Proctor et al., 2013) that cap-
tured the same categories as the activity log (Bunger et al., 
2017), as well as the strategy target, justification, and out-
come. In theory, the coding system generates sufficient 
detail to allow the implementation strategy to be repro-
duced, but this must be tested. Practical limitations 
imposed by coding, such as expertise needed and feasibil-
ity outside the research context, should be addressed 
through future work.

Although adapting treatment is considered as one of the 
more than 73 implementation strategies (Powell et al., 
2015), a review of treatment adaptations (Wiltsey Stirman 
et al., 2013) and resulting Framework for Reporting 
Adaptations and Modifications-Expanded (FRAME; 
Wiltsey Stirman et al., 2019) illustrates a host of complexi-
ties that would not be captured by existing tracking meth-
ods. To understand how adaptations influence clinical and 
implementation outcomes, a feasible and reliable tracking 
tool that explicitly focuses on treatment adaptation may be 
useful. Without tracking, we are unable to discern if an 
adaptation constitutes drift or leads to EBP improvements 
(Chambers & Norton, 2016).

Plain Language Summary
Strategies to support the implementation of evidence-based practices may be more successful if they are carefully 
customized based on local factors. Evidence-based practices themselves may be thoughtfully changed to better meet the 
needs of the settings and recipients. This study reports on a pilot study that aimed to create various types of tools to 
help individuals involved in implementation efforts track the actions they take to modify and implement interventions. 
These tools allow individuals to track the types of activities they are involved in, when the activities occurred, who was 
involved in the implementation efforts, and the reasons or rationale for the actions. The three tools in this study used a 
combination of open-ended and forced-response questions to test how the type of data recorded changed. Participants 
generally found the tools quick and easy to use and helpful in planning the delivery of an evidence-based practice. Most 
participants wanted more training in implementation science terminology and how to complete the tracking tools. 
Participating mental health providers would have liked more opportunities to review the data collected from the tools 
with their supervisors to use the data to improve the delivery of the evidence-based practice. These tools can help 
researchers, providers, and staff involved in implementation efforts to better understand what actions are needed to 
improve implementation success. Future research should address gaps identified in this study, such as the need to involve 
more participants in the tool development process.
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There are calls in implementation science for more 
detailed reporting of both implementation strategies (Rudd 
et al., 2020; Wilson et al., 2017) and treatment adaptations 
(Baumann et al., 2017; Wiltsey Stirman et al., 2013). 
Persistent knowledge and methodological gaps limit the 
degree to which researchers and practitioners can prospec-
tively inform implementation tailoring and treatment 
adaptations. Without tools for prospective tracking, the 
field is hampered in its ability to disentangle which activ-
ity is most important, to what degree, and when for pro-
moting sustainment. The perspectives of implementation 
practitioners, clinicians, and others involved in implemen-
tation efforts are crucial to informing, evaluating, replicat-
ing, and scaling these efforts. Thus, any tool to support 
planning or tracking implementation strategies and treat-
ment adaptations in real time should engage stakeholders 
(Glasgow & Riley, 2013); however, existing methods have 
largely been researcher driven. One such tool, developed 
by Rabin and colleagues (2018), utilizes FRAME to track 
adaptations made to treatments and implementation strate-
gies in real time. As these authors note, the divisions 
between implementation strategies and treatments are at 
times murky; Eldh et al. (2017) suggest greater clarity 
between these two would benefit research and practice 
alike. Distinguishing between implementation strategies 
and treatments, and changes made to each, is necessary to 
determine whether observed outcomes are attributable to 
treatments or the strategies used to implement them 
(Fixsen et al., 2013; National Academies of Sciences 
Engineering and Medicine; Division of Behavioral and 
Social Sciences and Education; Board on Children, Youth, 
and Families; Committee on Fostering Healthy Mental, 
Emotional, and Behavioral Development Among Children 
and Youth, 2019).

The long-term objective of our work is to generate 
valid, reliable, and pragmatic tools that can be utilized in a 
variety of contexts by diverse end-users to prospectively 
guide and contemporaneously track implementation strat-
egy tailoring and treatment adaptations. We report on a 
mixed-methods pilot test of three tools to prospectively 
track implementation strategies and treatment adaptations. 
The aims of the pilot study were to (1) provide an initial 
assessment of the utility, acceptability, feasibility, and 
appropriateness of each tool, (2) assess the extent to which 
stakeholders adapted the EBP of interest and the nature of 
those adaptations, and (3) gather preliminary evidence of 
the validity and reliability of the three tools. The results of 
this pilot will inform subsequent refinement of the tools 
for optimal impact.

Method

Tool development

The study’s principal investigator (PI) and first author 
reviewed available literature to locate examples of tracking 

tools. We modified two existing tools (Boyd et al., 2017; 
Bunger et al., 2017) and developed a third, less structured 
tool based on examples from journaling prompts and brain-
storming activities (Albright & Cobb, 1988; Tuckett & 
Stewart, 2004). The varying degree to which tools were 
open-ended or structured was intended to test potential 
trade-offs related to the degree of structure used (i.e., open 
versus forced). The continuum of structure may impact the 
ease of response and participant burden, as well as com-
pleteness, quality, and actionability of the data collected. 
Greater reliability is associated with structured tools due to 
the standardization of response options (Edwards, 2010). 
Less structured tools allow for greater content validity and 
comprehensive qualitative coverage of a construct because 
participants are not limited to options considered by the 
developer (Demetriou et al., 2015). Although open-ended 
questions allow for more diverse collection of responses, 
these require more extensive coding and are more prone to 
missing data (Reja et al., 2003). Open-ended questions may 
increase participant burden, while close-ended questions 
may be subject to bias, whether imposed by the investiga-
tor’s lens or participant avoidance of extreme options 
(Edwards, 2010).

Despite differing structures, all three tools sought to 
capture the same categories of information (Table 1). The 
tools were informed and evaluated by three implementa-
tion frameworks and compilations (Supplemental File 1). 
First, Proctor and colleagues (2013) offered recommenda-
tions for implementation strategy reporting and specifica-
tion to enable replication (Figure 1). Our tools varied in the 
degree to which responses aligned with these recommen-
dations. Second, the School Implementation Strategies, 
Translating ERIC Resources (SISTER) compilation 
revised implementation strategy labels and definitions to 
improve fit with school settings (Cook et al., 2019). Only 
the most structured tool offered standardized strategy 
labels; the SISTER compilation was applied to evaluate 
response quality from the other two tools. Third, FRAME 
provided a system for classifying and reporting treatment 
adaptations and included the identification of who made 
the modification, at what level of delivery modifications 
are made, whether the modification was made to the con-
tent, context, or training and evaluation of the intervention, 
and the nature of the context or content modifications 
(Wiltsey Stirman et al., 2019). Similar to the application of 
the SISTER compilation, treatment adaptation categories 
were embedded in the most structured tool and used to 
evaluate responses to the other two tools. Tool content and 
design were developed through an iterative process 
informed by research team meetings with implementation 
practitioners and the EBP developer. The piloted tools 
described below are available in Supplemental Files 2–4.

1. Brainstorming log: This tool was the most open-
ended (Table 1). The brainstorming log was 
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informed by a vocational education trainer’s log 
(Albright & Cobb, 1988) and literature on journal-
ing as a qualitative data collection method (Tuckett 
& Stewart, 2004). It consisted of six questions, one 
of which was multiple choice (“what is your role”) 
and five free text. Before describing their activi-
ties, participants indicated the range of dates for 
which they reported. First, participants reported 
treatment adaptations made, describing content 
and context modifications in separate questions. 
Second, participants reported on barriers encoun-
tered and strategies deployed (or proposed) to 
address those barriers.

2. Activity log: This tool, based on Bunger et al. 
(2017), was moderately structured and open-ended 
(Table 1), using five same questions: participant 
role, date of the activity, time spent on the activity, 
the purpose, and the attendees. Unique to this tool, 
we asked about the intended outcome of the activ-
ity. This tool did not require participants to specify 
their activity as an implementation strategy or 
treatment adaptation.

3. Detailed tracking log: This tool was the most struc-
tured and detailed (Table 1). In addition to the 
questions from the activity log, participants cate-
gorized each activity as an implementation strategy 
or treatment adaptation through pre-populated 
response options. Implementation strategies were 
organized into nine categories delineated by Waltz 
et al. (2015) and assigned a label from the SISTER 
compilation (Cook et al., 2019). Participants 
reported on treatment adaptations according to 
FRAME (Wiltsey Stirman et al., 2019).

Measures

Three measures of implementation outcomes, the 
Acceptability of Intervention Measure (AIM), Intervention 
Appropriateness Measure (IAM), and Feasibility of 
Intervention Measure (FIM; Weiner et al., 2017), were 
used to assess the likelihood that stakeholders might adopt 
these tools. Each contains four items rated on a 5-point 
scale (1 = completely disagree, 5 = completely agree). 
Summary scores for each measure were created by averag-
ing responses, with higher values reflecting more favora-
ble perceptions. AIM measured the degree to which each 
tracking tool was satisfactory to stakeholders (Cronbach’s 
α = .97). IAM measured the relevance or perceived fit of 
each tool (Cronbach’s α = .97). FIM assessed the degree 
to which each tool could be successfully utilized 
(Cronbach’s α = .96). These scales were followed by an 
open-ended question, “Please tell us why you rated this 
tracking method the way you did. What did you like/not 
like about it?”

The 6-item Adaptations to Evidence-Based Practices 
Scale (AES) explored treatment adaptations using an estab-
lished quantitative measure (Lau et al., 2017) as a concur-
rent validity assessment. This measure includes six items 
rated on a 5-point scale (0 = not at all, 4 = a very great 
extent). The AES contains two subscales, “augmenting” 
adaptations (“I modify how I present or discuss compo-
nents of the EBP”) and “reducing/reordering” (“I shorten/
condense pacing of the EBP”). Mean scores were calcu-
lated for each AES subscale, with higher scores indicating 
more adaptation (overall Cronbach’s α = .94, augmenting 
subscale = .90, reducing/reordering subscale = .93).

Pilot testing

Setting and participants. Our study capitalized on the 
implementation of the Blues Program, an evidence-based 
cognitive behavioral group depression indicated preven-
tion program. This EBP intends to promote engagement in 
pleasant activities and reduce negative cognitions among 
teens at risk of developing major depression (Stice et al., 
2008, 2010). A non-profit that offers services to children 
and families included an Implementation Support Center 
that provided oversight of the Blues Program implementa-
tion in New York state high schools. The implementation 
practitioner team at the Implementation Support Center 
developed an implementation plan which included pre-
determined strategies to guide EBP implementation across 
all participating schools; school-based providers deliver-
ing the intervention came up with additional ad hoc imple-
mentation strategies. The Blues Program trained 
school-based mental health providers to facilitate group 
sessions, and the developer consulted with implementation 
practitioners during program initiation. These three mutu-
ally exclusive stakeholder groups, the Blues Program 
developer, implementation practitioners, and mental health 
providers, participated in our pilot by reporting on their 
Blues Program-related activities through the tracking 
tools. The Blues Program developer (N = 1) was a PhD 
trained investigator with 30 years of post-training experi-
ence. The implementation practitioners (N = 3) all held 
master’s degrees and had an average of 5.5 years of profes-
sional experience. The school-based mental health provid-
ers (N = 7) also all had master’s level training and worked 
in their profession an average of 4.3 years. This study was 
deemed exempt by the Institutional Review Board; 
informed consent was not obtained.

Data collection. The tools were administered to partici-
pants across two 6-week cycles of the Blues Program. All 
groups were randomly assigned one tool per week, distrib-
uted through an email link to a web-based survey so that 
each tool was administered twice each cycle. Participants 
were instructed to complete tracking by reflecting on the 



Walsh-Bailey et al. 5

prior week’s activities; they were given 6 days to record 
activities. Each survey included the IAM, FIM, AIM, and 
AES. A US$10 per survey incentive was offered during the 
first round of data collection, which increased to US$20 
for the second data collection cycle. Response rates are 
reported in Table 2.

After tracking data collection concluded, the first author 
conducted semi-structured interviews with participants: 
treatment developer (N = 1), implementation practitioners 
(N = 2), and school-based mental health providers (N = 
5). One implementation practitioner was on leave when 
interviews were conducted and two providers left their 
positions and could not be contacted. Response rate among 
remaining participants was 100% (N = 8). Interviews 
allowed for in-depth exploration into stakeholders’ experi-
ence with the tools. A semi-structured interview guide 
(Supplemental File 5) was prepared to capture information 
on (1) perceived benefits of tracking, (2) tracking method 
preferences, (3) tracking process, (4) background/training 
for tracking, (5) tracking execution and completion, (6) 
general utility of tracking, and (7) contextual information. 
Participants were emailed each tool for reference during 
the interview. Participants received US$40 on interview 
completion. Interviews were recorded and transcribed.

Data analysis

To assess participant perceptions of the tools, we com-
pared scores on the AIM, IAM, and FIM using a general-
ized estimating equation (GEE, a type of multilevel 
model). Analyses were completed at the response level, 
rather than at the individual participant level. Scores on the 
measures were nested within weeks and roles, and we 
examined the fixed effects for role (treatment developer, 
implementation practitioners, and mental health providers) 
and tool (detailed tracking log, activity log, and brain-
storming log). As the measures did not show substantial 
skew or kurtosis, we used a linear model that assumes a 
normal distribution. We also used a similar analysis to see 
if the AES differed by role and tool. Because each of the 
predictors of interest had three categories, we ran each 
GEE twice, changing the reference group so we could 
examine all pairwise comparisons (i.e., activity log with 
detailed tracking log, detailed with brainstorming log, and 
brainstorming log with activity log). For the analyses, 
scores were only used if participants had reported at least 
50% of the measure items. Four records were excluded 
because of missing data for a final sample of 59 responses.

We entered tool responses into an Access database for 
coding and created a codebook using established imple-
mentation frameworks and compilations. We categorized 
implementation strategies using the ERIC categories 
(Waltz et al., 2015) and SISTER compilation (Cook et al., 
2019), reporting recommendations for strategy specifica-
tion (Proctor et al., 2013) and FRAME (Wiltsey Stirman 

et al., 2019) for treatment adaptations. Two research spe-
cialists conducted dual independent coding and met 
weekly to resolve discrepancies. If consensus was not 
reached, the PI made a final decision. Total coding and 
consensus time varied by number of activities reported, 
ranging from 10 to 25 min per response. Coding times did 
not vary significantly across tools. These data offered a 
characterization of the reported activities based on align-
ment with implementation strategy reporting recommen-
dations (Proctor et al., 2013) and FRAME (Wiltsey 
Stirman et al., 2013) (Table 3).

The first and second authors conducted dual independ-
ent coding of all interview transcripts using ATLAS.ti 
(Version 7.1; Ringmayr, 2013). A codebook containing a 
priori codes was developed and iteratively refined with 
emergent codes. Coders held weekly consensus meetings 
to resolve discrepancies and reach agreement on emergent 
codes (Hill et al., 2005). Code reports were obtained and 
analyzed for main themes and illustrative quotes.

Results

Acceptability, appropriateness, and feasibility

Participants rated the tracking methods as having moder-
ate to good acceptability, appropriateness, and feasibility 
(Figure 2). The activity log was significantly more accept-
able (b = −.407, p = .006) and feasible (b = −.517, p < 
.001) but not more appropriate (b = −.174, p = .394) than 
the detailed tracking log. The brainstorming log did not 
significantly differ on acceptability, appropriateness, and 
feasibility from the other two methods (all ps > .09), 
except participants perceived the activity log as more fea-
sible than the brainstorming log (b = −.346, p = .015; see 
Figure 2).

As shown in Figure 2, mental health providers tended to 
report lower acceptability, appropriateness, and feasibility 
of all tracking methods compared to treatment developer 
and implementation practitioners (all ps < .05 except the 
comparison of treatment developer with providers on 
appropriateness, p = .122). However, the means on the 
AIM, IAM, and FIM for mental health providers were 
between 3 and 4 (on a 1–5 scale), indicating that they gen-
erally approved of the tracking methods.

Adaptation to EBP

The extent to which participants reported making adapta-
tions to the Blues Program was low (Figure 3). The nature of 
adaptations was more frequently augmenting factors rather 
than reducing/reordering. Responses to the AES in the activ-
ity log indicated the least amount of adaptation. This is con-
sistent with the coding of the activity log data, which revealed 
only one treatment adaptation across 17 responses, compared 
to 4 in the detailed tracking log and 20 in the brainstorming 
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Figure 1. Implementation strategy reporting recommendations.
Source: Adapted from Proctor et al. (2013). Reproduced with Permission from Bryan Weiner, PhD.

Table 1. Structure of self-report measures and reporting recommendations by tracking tool.

Not structured Highly structured

 No questions Brainstorming Unstructured 
interview

Structured 
interview

Self-report 
(open-ended)

Self-report 
(close-ended)

Brainstorming 
log

Name  
Define  

Actor  

Action  

Target  

Dose  

Temporality  

Outcome  

Justification  

Barriers  

Adaptation  

Activity log Name  

Define  

Actor  

Action  

Target  

Dose  

Temporality  

Outcome  

Justification  

Barriers  

Adaptation  

(Continued)



Walsh-Bailey et al. 7

Not structured Highly structured

 No questions Brainstorming Unstructured 
interview

Structured 
interview

Self-report 
(open-ended)

Self-report 
(close-ended)

Detailed 
tracking log

Name Standardized

Define  

Actor  

Action  

Target  

Dose  

Temporality  

Outcome  

Justification  

Barriers  

Adaptation Standardized

Shading depicts the characteristic of each tracking tools organized by level of structure and strategy specification and additional information captured.

Table 1. (Continued)

Table 2. Survey response rates.

Round 1 Round 2

 Activity 
log (%)

Brainstorming 
log (%)

Detailed 
tracking log (%)

Activity 
log (%)

Brainstorming 
log (%)

Detailed 
tracking log (%)

Mental health provider 44.4 33.3 66.7 100 100 100
Implementation practitioner 83.3 16.7 66.7 50 83.3 83.3
Treatment developer 100 66.6 100 0 0 0

Table 3. Barriers and activities reported by tracking tool.

Role Barriers Implementation 
strategies

Treatment 
adaptations

Brainstorming log (N = 24)
 Mental health provider 7 1 8
 Implementation practitioner 26 22 9
 Treatment developer 2 1 3
 Total 35 24 20
Activity log (N = 17)
 Mental health provider 3 2 1
 Implementation practitioner 6 9 0
 Treatment developer 0 1 0
 Total 9 13 1
Detailed tracking log (N = 22)
 Mental health provider 1 7 3
 Implementation practitioner 0 9 1
 Treatment developer 1 3 0
 Total 2 19 4

N represents the number of responses per log. Each response may report more than one type of activity.

log (Table 3). As shown in Figure 1, there were few signifi-
cant differences between treatment adaptations reported by 
participants except on the reordering subscale between the 

activity log and the detailed tracking log. The treatment 
developer reported fewer treatment adaptations than the 
other groups (all ps < .05; Figure 3), but the implementation 
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Figure 2. Means for acceptability of intervention measure, intervention appropriateness measure, and feasibility of intervention 
measure by tracking method.
a—pairwise comparison was significant at the p < .05 level. b—pairwise comparison was significant at the p < .01 level.

practitioners and mental health providers did not signifi-
cantly differ on reporting of adaptations.

Qualitative findings

Tracking process. The average completion time across all 
three tools was less than 15 min. The activity log had the 
longest completion time (M = 14 min), while the detailed 
tracking log was the shortest (M = 8.5 min). The desire for 
brevity was expressed across all participants. One mental 
health provider noted that the ideal length of time to com-
plete tracking is “ten minutes . . . in ten minutes you can do 
a lot of work.” Another provider indicated “I have a lot of 
families . . . to follow through with. The fact that it was not 
a long survey . . . was great.”

All participants agreed internet was the preferred mode 
of accessing the tools. One implementation practitioner 
recalled, “I thought that was super simple. I had a reminder 
in my calendar each week to do it.” Although most partici-
pants indicated that weekly tracking was reasonable, there 
was some concern regarding frequency. The treatment 
developer reflected, “I don’t know if it makes sense to wait 
until an entire Blues Program group is done. I don’t think 
they would remember the changes that were made . . . [but] 
somehow weekly seems too much.” Indeed, several pro-
viders noted time and competing priorities as the largest 
barriers to tracking completion. One provider reported,

We have children’s plan progress notes, administrative things 
to do, . . . ongoing trainings, . . . staff meetings, . . . crises . . . 
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to attend to that we can’t account for . . . that could prevent it 
[tracking] from being completed on time . . . I would prefer it 
to be biweekly.

There was variation in how the tools were interpreted by 
participants and the types of activities reported on each. 
One provider reflected, “. . . my coworkers . . . had different 
answers or different ways of viewing the questions . . . I just 
thought that was interesting how we all had very different 
perspectives, and different feedback to give . . .” An imple-
mentation practitioner indicated “with the Brainstorming 
Log . . . at times I connected it back a lot to the actual facili-
tation of the group . . . Because I wasn’t facilitating at that 
time, I probably . . . gave a lot more information in the 
Detailed Tracking Logs.” In general, providers reported 
information on Blues Program sessions, whereas the 

treatment developer and implementation practitioners 
reported activities, such as training, communication, prepa-
ration to implement the Blues Program at a new school, and 
other activities peripheral to EBP delivery.

Brainstorming log. Participants indicated the brainstorming 
log was easy to use and provided an opportunity to reflect 
on recent activities. The treatment developer preferred this 
tool, stating “. . . it’s helpful when you’re defining the con-
tent of the Blues and then the context and barriers is really 
clear, and the strategies, I like this one the best.” Several 
participants reacted positively to the space to describe bar-
riers and the open-ended questions. However, some mental 
health providers indicated a preference for multiple choice 
questions; one suggested using multiple choice with an 
option to provide additional narrative. Several providers 

Figure 3. Means for the adaptation of EBP scale.
a—pairwise comparison was significant at the p < .05 level. b—pairwise comparison was significant at the p < .01 level.
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felt there was a lack of clarity around the types of activities 
that should be reported, with one provider indicating some 
activities (e.g., providing “goodie bags” to students) were 
not captured by the questions.

Activity log. Participants stated an overall strength of the 
activity log was its ease of use and indicated the questions 
provided enough structure and detail without being overly 
restrictive. An implementation practitioner indicated, 
“you’re orienting it that way with purpose and outcome 
help to understand the intentionality behind what you’re 
doing. So, I appreciated that about this one.” Several par-
ticipants noted the activity log was a helpful planning tool. 
A provider reflected,

how much time you spent on it, that will allow me to plan 
ahead in regard to executing the program. Why did you 
choose this activity . . . what was the outcome . . . how 
would you know if it actually was effective . . . or did it do 
what it was supposed to do? That will be great information 
for me.

As with the brainstorming log, several participants per-
ceived a lack of clarity in the activity log. The “date” 
prompt created confusion for several providers, as they 
were uncertain if they should report calendar dates or 
Blues Program session number. One provider noted, “. . . 
initially it seemed the easiest. But it actually is kind of con-
fusing. I wasn’t quite sure how to chunk up the actual 
problem or process I was going to write about.”

Detailed tracking log. Several participants indicated that the 
ability to select a pre-determined option was the strength 
of the detailed tracking log. One provider stated, “I liked 
that because then you were able to . . . narrow it down.” 
The treatment developer indicated that the definitions pro-
vided for implementation strategies and treatment adapta-
tions were helpful. The sentiment reflected by a provider, 
“I don’t know if it was just not relevant or if it was just the 
wording that didn’t make it seem relevant,” was expressed 
by several participants when describing the strategy labels. 
Another provider noted the participant burden,

it’s a lot of work . . . they’re giving you options to help 
whoever is taking their survey compartmentalize what they 
did or how they adjusted it. Giving them . . . wording for it is 
helpful, or categories for it. But it is a lot of clicking around, 
and that might get confusing.

The treatment developer indicated difficulty in applying 
implementation science language, noting,

This is one where I needed to be educated . . . I was willing to 
try to read it and think about what it might have meant. But I 
did remember thinking . . . if the facilitators read this, they 
don’t have the time . . . to try to understand.

Recommendations for process improvement. All participants 
indicated that additional background and training in the 
tracking process would have been useful. An implementa-
tion practitioner reflected,

When I would send them [surveys] out, I did give a lot of 
rationale to the clinicians . . . Had I been able to look at them 
ahead of time, and really talk to you guys a little bit more 
about how they’re going to be done, and questions that could 
come up by our frontline staff . . . to be able to better support 
them understanding the rationale, and what the differences are 
between implementation strategy and treatment adaptation. I 
know that they’re not going to understand everything, nor am 
I . . . had that opportunity it might have been a little bit easier 
for them [mental health providers].

Most participants indicated desire for an introduction to 
tracking during the Blues Program training. Several par-
ticipants noted that there was a learning curve associated 
with tracking and with distinguishing between implemen-
tation strategies and treatment adaptations. One imple-
mentation practitioner recalled,

in the beginning, I was still trying to figure that out. But I 
think over the past six months, I definitely see the distinction 
and I think if I were to have another opportunity doing this, 
I’d probably look at it a little differently.

There was variation not only in how the tools were 
rated but also how participants interpreted the tracking 
tools. An implementation practitioner noted of the brain-
storming log, “this kind of more free text boxes might have 
made more sense as. . . a post-implementation strategy sur-
vey.” Several participants indicated that they would be 
more likely to engage in tracking not only if they had a 
better understanding of the expectations but also how 
tracking related to their work. One provider noted,

I know it would be helpful for those coordinating the program, 
but if I knew it was for my benefit as well, it would motivate 
me more, definitely. To know I could reflect on it going into 
the next group I’m facilitating and seeing what adaptations I 
did or what may have worked or not.

When asked how tracking could be more useful, one pro-
vider suggested, “it would probably be our supervisor to 
go through the feedback regarding the surveys.”

Discussion

Given the importance of planned implementation strategy 
tailoring and treatment adaptation to promote the sustain-
ability of EBPs (Chambers et al., 2013), we piloted three 
tools in a mixed-methods study designed to prospectively 
track implementation strategies and treatment adaptations. 
This work builds on previous efforts to develop tracking 
tools and coding systems to capture information about 
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implementation strategy planning and tailoring efforts 
(Boyd et al., 2017; Bunger et al., 2017; Dogherty et al., 
2012; Ritchie et al., 2020), determine which tool is most 
feasible, acceptable, and appropriate to users, and which 
yields actionable data that aligns with reporting recom-
mendations (Proctor et al., 2013). Our study offers pre-
liminary reliability, validity, and pragmatic utility evidence 
across three tools that attempt to disentangle implementa-
tion strategy tailoring (Rudd et al., 2020; Wilson et al., 
2017) and treatment adaptation (Baumann et al., 2017; 
Wiltsey Stirman et al., 2013). While others have noted dif-
ficulty in distinguishing between treatments and imple-
mentation strategies in tracking (Rabin et al., 2018), this is 
a necessary and worthwhile endeavor that can benefit 
research and practice (Eldh et al., 2017; National 
Academies of Sciences Engineering and Medicine; 
Division of Behavioral and Social Sciences and Education; 
Board on Children, Youth, and Families; Committee on 
Fostering Healthy Mental, Emotional, and Behavioral 
Development Among Children and Youth, 2019).

Participants perceived the tools as acceptable, appropri-
ate, and feasible, although ratings were poorer among 
mental health providers. Notably, this was the only group 
not involved in tool development, which may indicate pro-
vider needs were not met and those of other participants. 
As Glasgow and Riley (2013) note, priorities often vary 
across stakeholders and they should be involved early and 
throughout the development process to ensure relevance 
and actionability. All participants offered useful feedback 
on formatting, content, administration process, and the 
ultimate purpose and function of the tools. As we refine 
these tools for further testing, we will seek additional 
opportunities for input from a more inclusive array of 
stakeholders across a range of settings.

Participants rated the activity log as the most feasible, 
and more acceptable than the detailed tracking log. 
However, the brainstorming log revealed the most discrete 
activities and barriers. Furthermore, the activity log 
revealed only one treatment adaptation compared to 20 in 
the brainstorming log (Table 3), even though AES scores 
from the two tools were similar (Figure 3). This is surpris-
ing, as several providers indicated they utilized the track-
ing tools to report on their Blues Program sessions. Even 
though the activity log was rated higher, it may not be the 
most effective tool for eliciting actionable data, especially 
treatment adaptations. This could be due to the lack of 
instruction to differentiate between implementation strate-
gies and treatment adaptations as the other two tools had. 
Given the importance of tracking, further testing is needed 
to detect reporting differences when these instructions are 
present or absent. The lack of alignment between tool pref-
erence and the actionability of data highlights the trade-
offs associated with tool structure previously mentioned. 
Considering the potential for adaptations made by front-
line providers to improve EBP fit with their context 

(Chambers & Norton, 2016; Lau, 2006), having a tool that 
elicits detailed, reliable information about these adapta-
tions is crucial.

It is important to note that all participants found this 
tracking to be quite different from anything they had previ-
ously done. The implementation practitioners gave the 
tracking tools the highest rating of the three groups and 
had the most positive perceptions. Though all groups 
reported tracking had utility, this was least salient among 
mental health providers. Furthermore, providers most fre-
quently perceived a lack of clarity when tracking their 
activities. This suggests the need to involve all stakeholder 
groups earlier in the process, and that tracking may be less 
meaningful if approached only as a data collection activity. 
Indeed, several providers noted they would be more likely 
to track their activities if they could connect tracking to 
service delivery and if they could review their data and 
receive feedback from their supervisor. Stakeholders’ 
needs and the utility of tracking are important considera-
tions in tool design and administration (Glasgow & Riley, 
2013).

The variability in how the tools were interpreted and 
the types of activities reported on each may indicate the 
need or desire for different versions of tracking tools at 
various stages of implementation. Most providers treated 
tracking as an accompaniment to their session notes, and 
the content of their tools focused on the delivery of the 
group sessions. This may suggest an important opportu-
nity, especially given that several providers noted it was 
helpful to think prospectively about barriers and strategies 
to overcome them. Given the brainstorming log elicited 
the most barriers, it seems this tool would be best suited 
for this purpose. However, an implementation practitioner 
noted that this tool seemed like a post-implementation 
strategy survey. Further testing should reveal if different 
tracking tools elicit different kinds of data at various 
implementation phases and if the nature of the role (e.g., 
delivering services vs. overseeing implementation) neces-
sitates a unique kind of reporting. Understanding these 
nuances will better enable the field to design tools that 
allow for capturing complete, detailed information about 
implementation strategies (Powell et al., 2019; Proctor 
et al., 2013).

All participants noted that additional background and 
training about tracking would be helpful, and agreed that 
this information would be best delivered during training in 
the EBP; however, one-time training would not be suffi-
cient. Providers most frequently indicated a desire for fol-
low-up, whether from implementation practitioners or 
clinical supervisors. Implementation practitioners, though 
engaged throughout the design and data collection process, 
also indicated a desire for additional opportunities to dis-
cuss tracking and receive more information. This illus-
trates that tracking is not a “set it and forget it” activity, 
rather is dynamic and requires iterative feedback.
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While this pilot made strides toward developing tools to 
prospectively track treatment adaptations and implementa-
tion strategies in a low-burden manner, there were several 
limitations. First, due to the scale of the Blues Program 
implementation, the sample size was small, with 11 par-
ticipants across three roles. The analyses of acceptability, 
appropriateness, feasibility, and adaptation by tool and 
role should be considered preliminary and replicated in 
larger samples. In addition, the survey response rate varied 
week to week and across participant groups, ranging from 
0% to 100%. Two main factors affected the response rates: 
(1) a program champion was appointed prior to the second 
round, which improved provider engagement, and (2) the 
treatment developer did not conduct training during the 
second data collection round, thus did not have new activi-
ties to report and did not complete tracking. The nature of 
the Blues Program may limit generalizability of our find-
ings to other treatment contexts. The group delivery of the 
EBP in school contexts poses implementation challenges 
that may be substantially different than those for individ-
ual treatments in clinical contexts or large-scale public 
health interventions in community settings. Finally, most 
participants were unfamiliar with implementation science 
terminology and identified needs for additional training, 
instructions, and examples to improve clarity. It also sug-
gests a tension between the importance of reporting imple-
mentation strategies using consistent terminology and the 
need to conduct tracking in a user-friendly way using ter-
minology that might be clearer or more easily understood. 
Future work will serve to refine the tracking methods and 
test them with a larger group of stakeholders in various 
contexts.

Conclusion

This study sought to fill methodological gaps that prevent 
stakeholders and researchers from discerning which activi-
ties are most important for promoting EBP sustainment. 
Tracking is essential for implementation research to under-
stand how to build effective implementation strategies and 
replicate effects. Tracking is also beneficial for implemen-
tation practice and clinical practice as it allows practition-
ers to better tailor efforts to their local context and to 
ensure EBPs are delivered with fidelity. Three tools show 
promise for these purposes, but additional work is needed 
to assess their psychometric and pragmatic properties and 
ensure they serve their intended purpose. Ultimately, these 
tools could inform prospective tailoring of implementation 
strategies and treatment adaptations, which would pro-
mote EBP sustainment.
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