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Abstract: Diffuse correlation spectroscopy (DCS) is a promising noninvasive technique for
monitoring cerebral blood flow and measuring cortex functional activation tasks. Taking multiple
parallel measurements has been shown to increase sensitivity, but is not easily scalable with
discrete optical detectors. Here we show that with a large 500 x 500 SPAD array and an advanced
FPGA design, we achieve an SNR gain of almost 500 over single-pixel mDCS performance. The
system can also be reconfigured to sacrifice SNR to decrease correlation bin width, with 400 ns
resolution being demonstrated over 8000 pixels.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

The ability to measure deep-tissue biological events in a noninvasive and precise manner is
critical for many clinical applications. Various technologies such as diffuse optical spectroscopy
[1], diffuse optical tomography [2], and near-infrared spectroscopy [3—5] have been used to
quantify the optical properties of deep tissue; however, the produced images primarily reflect the
sample’s static, or slowly evolving, properties. For the measurement of faster dynamic events
(i.e., changes in blood flow), speckle-based modalities are among the most widely used [6].

When laser light illuminates a scattering medium (i.e., tissue), it will produce a random
interference effect, or speckle. Movement in the object can result in a measurable speckle
decorrelation [7]. Quantifying and analyzing these effects provides information about the
movement. Techniques such as laser speckle contrast imaging [8] and speckle visibility
spectroscopy [9,10] generally consider the dynamics of the speckle ensemble as a whole;
sampling for much longer than the average speckle decorrelation time. In comparison, temporal
sampling methods such as diffuse correlation spectroscopy (DCS) can reconstruct the temporal
dynamics of the speckle field at time scales determined by the speckle decorrelation time. DCS
has become a popular technique for deep tissue measurement, aiding successful analysis of the
brain [11,12], breast [13,14], and skin [15].

As shown in Fig. 1, the concept behind DCS is relatively simple. Highly coherent light is
coupled into a scattering medium, and the speckle pattern coupling out is collected using a
photon-counting detector. Photon statistics are integrated over a desired time interval, and used
to calculate a temporal autocorrelation curve. The average speckle decorrelation time T is then
estimated by fitting the measured data to a model reflecting the expected behavior of the scatterers,
e.g., Brownian motion (diffusive) or random flow motion (ballistic). Variations to T, can then be
directly attributed to changes in tissue dynamics (e.g., blood flow).

After entering the medium the scattered light is most likely to follow a banana-shaped
distribution [16], with the average penetration depth falling between one-third and one-half of
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Fig. 1. Conceptual illustration of mDCS measurement. Coherent light is coupled into a
scattering medium (a), and collected by one or more single-photon detectors. The photon
statistics of the speckle pattern (b) are stored for the duration of an integration time, and
analyzed to produce a temporal correlation curve (c). After fitting the data to an expected
behavioral model, the average correlation time 1. is estimated. Changes to T can be directly
attributed to, for example, a change in blood flow. Note that (b) represents a speckle pattern
from a multipixel array, whereas DCS systems have conventionally utilized one detector.

the source-detector separation p. Increasing p allows for deeper tissue illumination; however,
absorption, scattering, and radial spread causes fewer diffuse photons to reach the detector.
Consequently, deep-tissue DCS measurements utilizing a single detector suffer from a very
low signal-to-noise ratio (SNR) at longer p. The clear need for increased sensitivity in DCS
measurements has resulted in a variety of approaches including interferometric approaches
[17-19], acousto-optic modulation [20], time-domain methods [21-23], speckle contrast integral
methods [24,25], and infrared region DCS [26,27].

The light diffusing out of a sample can easily contain millions of individual speckles (modes),
each almost completely uncorrelated. Assuming that shot noise dominates, measuring multiple
speckles with one detector is not advantageous. However, simultaneously measuring light from
N independent speckles results in a proportional increase to signal, a VN increase to the noise,
and a VN increase to the SNR. Thus, one immediate solution is to sample multiple speckles in
parallel, with multiple detectors [7].

Initially, multichannel DCS (mDCS) systems were limited in size and utilized multiple discrete
detectors. As each detector is fiber-coupled to the sample this quickly limits the upper bound
for convenient experimental setups. Examples of early mDCS systems include those with four
channels [21,28,29], eight channels [30], twenty five channels [31], and twenty eight channels
[32]. With the fairly recent introduction of CMOS SPAD arrays, however, a new paradigm has
become available. In 2021 two experiments demonstrated a factor of ~32 increase to SNR,
versus a single detector system, with a commercially available 1024 pixel SPAD array [33,34].
With such a high number of independent measurements at a fast sampling rate (~333 kfps), the
advantage of CMOS SPAD arrays in mDCS is apparent.

In this work we extend this approach to our large-format 250,000 pixel SPAD camera,
SwissSPAD3 (SS3) [35]. Coupled with an advanced FPGA-based acquisition design we are able
to demonstrate a factor of ~470 increase in SNR versus a single-detector DCS system, and over
an order of magnitude increase over state-of-the-art mDCS systems. Such a high number of
parallel channels allows for more sensitive measurements over shorter time scales, and opens up
new possibilities for resolving faster physiological dynamics in deep tissue applications.

2. Implementation

Our experimental setup for DCS is shown in Fig. 2. A long coherence length 785 nm CW laser
(Thorlabs DBR785P) is coupled into single-mode fiber (SMF) and onto a scattering medium; a
commonly used liquid phantom comprised of water and 3.5% fat whole milk. At this wavelength,
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the photon detection probability of the sensor is approximately 15% [35]. The diffuse light is
captured by a large core (Thorlabs FP1500U RT, 1500 pm, NA = 0.50) multi-mode fiber (MMF).
One tip of the fiber is immersed in the liquid phantom, the other is placed a distance z away from
the surface of the SS3 sensor, and the resulting speckle pattern is imaged onto the SS3 camera.
The total optical power incident on the detector is approximately 1 nW. During the measurement,
the SS3 captures a series of exposures, and binary photon detection information is streamed to
one of two OpalKelly 7360 FPGAs. Each FPGA processes half of the array (250 pixels x 500
pixels); accumulating detection history and calculating g, correlations.

SMF A
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N ® ; s00 R >| FPGA |------>
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o o Met e o o SR PC

Liquid Phantom

Fig. 2. Setup for multi-pixel DCS experiment. A continuous wave 785 nm laser is fiber
coupled into a water / milk liquid phantom. Scattered photons are collected by a multimode,
large core (1500 um, NA =0.5) fiber placed a separation distance p away, and imaged onto
SwissSPAD3. Binary detection data for each half of the array is sent to one of two XEM7360
FPGAs where intermediate data analysis is performed, with results continuously streamed
to a PC over two USB 3.0 interfaces. Final calculations and curve plotting is done with
MATLAB on a PC.

To perform a DCS measurement, the speckle field characteristics are evaluated by calculating
a temporal autocorrelation curve, given by the following equation:

_ (n@n(+)
(ny?)

Here n(t) is the number of detected photons during each exposure, 7 is the exposure time lag,
and the angled brackets denote the averaging operator, which is applied over one integration
period. This formula is calculated on a per-pixel basis; to achieve an increased SNR gain, M
discrete pixels are averaged together:
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where i is the pixel index, which for the full sensor has a maximum value of 250,000.

When configured with the DCS FPGA firmware, SwissSPAD3’s maximum full-sensor frame
rate is approximately 92.2 kfps, or a minimum exposure time (Tgx) of 10.81 ps. Data is collected
and calculated over the duration of an integration time (Tnt), which has an upper limit of
216 exposures; however, multiple integration times can be concatenated in post processing to
extend this limit. Due to resource constraints, correlations for 16 7 bins (including T =0) can be
calculated by an FPGA during each Tint. Bins can be assigned by the user to either be successive,
or spaced by an equal amount of tp o exposures. If 1 ag # 0, single ‘valid’ exposures are spaced
between 1 AG ‘dummy’ exposures, which are not considered in the g, calculation. Additionally,
each FPGA can be configured to have a varying range of 1y oG values, This flexibility allows for
the ability to simultaneously evaluate a wide range of time constants, which may evolve over
different time scales. After the duration of an integration time the FPGA passes the unaveraged
numerator and denominator of Eq. (1) to the PC for every pixel. The final division operation,
averaging of various ensemble sizes, and curve plotting is performed in MATLAB.



Research Article Vol. 14, No. 2/1 Feb 2023/ Biomedical Optics Express 706 |

Biomedical Optics EXPRESS A

Performing the correlation analysis on the FPGA greatly reduces the required data bandwidth
to the PC. For example, if a full sensor’s binary data were to be directly transferred at a 100
kfps frame rate, the required data rate is approximately 3 GB/s. Although this approaches SS3’s
capabilities when a PCI express interface is used, the subsequent data processing to calculate a g2
DCS curve is substantial, taking several minutes on a typical PC. In comparison, performing the
g2 calculation on FPGA and during acquisition greatly compresses the data transfer requirement
to 140 MB/s at an integration time of 50 ms. This is well within the capabilities of USB 3.0, and
allows for a continuously updating DCS curve that can be viewed and analyzed with MATLAB
in a semi real-time fashion. For example, at a 50 ms integration time an intensity image, DCS
curve, speckle width estimation, and DCS decorrelation fit can be calculated and refreshed at
approximately 17 Hz.

3. Experimental results
3.1. Calibration of speckle size

To achieve the optimal SNR-to-pixel advantage, it is necessary that each individual pixel of the
SwissSPAD3 measure an independent speckle process. Due to the large sensor format, it is not
feasible to align only one speckle to each pixel. Thus, we ensure that the average speckle’s area
is small enough such that it is not sampled by multiple pixels, and that the probability of one
pixel measuring multiple speckles (possibly out of phase) is significantly reduced. For SS3, the
pixels are arranged in a square grid with 16.38 um pitch (267 um? area), and each pixel’s active
area is roughly circular with an area of 28.27 um? (10.6% fill factor) and a diameter of d, =6 um.
The average diameter of the speckles output from the MMF fiber can be approximated [36] by
the equation
Az
3’
where d is the average speckle diameter, A the wavelength of the light (785 nm), z the distance
from the fiber end to the SPAD camera (see Fig. 2), and D the fiber core diameter (1500 um).
To validate this estimation, the 2D spatial autocorrelation function (ACF) of the speckle field’s
intensity was measured using the setup of Fig. 2, with the liquid phantom replaced by a diffusive
phantom (INO Biomimic optical phantom, p, =0.1cm™! us =13.4cm™!) in a transmission
geometry, and the MMF was placed at various z distances away from the camera’s surface. The
ACF was fit to a Gaussian distribution, and the 1/e width used to estimate the average speckle
diameter. Because the fill factor, or ratio of optically active to inactive area of each pixel is low
(~10%), it is possible to have speckles that are larger than one pixel’s active area in diameter,
but do not overlap with the adjacent pixel’s active area. Thus, only z distances corresponding to
speckle diameters significantly larger than the pixel pitch (16.38 pum) were used in this evaluation,
to determine the optimal z where the average speckle diameter is comparable to the active area.
As shown in Fig. 3, a z distance of 94 £ 1 mm results in a speckle field with average speckle
diameter of three times the pixel pitch, or 49.0 £4.9 um. This analysis was performed for
speckle diameters between 3.0 < d < 8.0 pixels, and the measured ACF was in agreement with
the expected linear relationship. Thus, to avoid oversampling the speckle field, these calibrated
distances were used to set d approximately equal to the diameter of each pixel’s active area
(d, =6 pm), corresponding to z=11.5 mm.

d=

3.2. Maximum SNR gain with 250,000 pixels

Under the assumption of speckle ergodicity, multi-speckle DCS with M pixels has been shown
to provide an M'/? increase to the signal-to-noise ratio (SNR). Demonstrated for up to 1024
pixels [33,34], we now extend this to 250,000 pixels with SwissSPAD3. A DCS measurement
was performed using the liquid phantom setup of Fig. 2. The milk-to-water ratio was 1:5
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Fig. 3. Example speckle field (left) and measured autocorrelation function (right) of 100
pixels x 100 pixels when the distance between the optical fiber and the SPAD camera is set
to z=94 + 1 mm. The left figure illustrates the recorded photon detections when integrated
for approximately one second at a frame rate of approximately 92.2 kfps. A slice of the 2D
ACF (blue dots) was compared to a Gaussian fit (red line) to estimate the average speckle
diameter of 3.0 + 0.1 pixels. “Hot pixels” have been removed in post processing.

(U2 =0.033cm ™!, s =4.1cm™1), the fiber separation distance was p=11 mm, and the fiber
to sensor distance z=11.5 mm. The optical properties were measuring using a time-domain
(TD) setup, and derived by fitting the TD curves. The SS3 was temperature controlled with a
Peltier element to 27 °C, the exposure time Tgx = 10.81 ps, the integration time Tyt = 50 ms,
and average detections per exposure <n > =0.1 +£0.01. To cover the majority of the DCS curve
the SS3 was configured for two Tt ag values, 1 ag =0 exposures and tpag =5 exposures. Hot
pixels were excluded from the DCS measurements in post-processing, and identified as those
with a dark count rate exceeding 20 cps.

The g,() function was calculated over 160 integration periods; both for each pixel individually,
and for ensemble averages 3 (t)|ym of various pixel areas. Shown in Fig. 4 (left) is the ensemble
average 2(T)|m = 2.ses for all 500 pixels x 500 pixels, excluding the hot pixels. The source detector
distance was p = 11 mm, short compared to typical DCS measurements, to capture the majority
of the DCS curve. The measured data (blue dots) is shown alongside a g>(t) ~ 1 + pe""/™ model
(dashed red line, T, = 107.7 ps), where f3 is the coherence factor [37]. The single-exponential fit
is a simplified functional form of an otherwise multi-parameter function, however, in our liquid
phantom (with Brownian motion scattering and at small time lags), it has been shown to be a valid
simplification [33,37-39]. For the single-pixel case the standard deviation of the measured g, for
the first correlation bin, or STD(gy(t = 10.81 ps)) = 0.123, the amplitude of which is in agreement
with the expected noise model of [38,40]. When the entire sensor is averaged, STD(g»(t = 10.81
ps)|M=25e5) =2.6 x 1074,

Shown in Fig. 4 (right) is the measured SNR gain versus ensemble average size. We calculated
the mean and standard deviation of g; for the first bin at increasing averaging sizes. The SNR
for each ensemble average size was calculated by the equation SNR(g,(t)) = mean(g,(t)-1) /
std(g2(t)). The SNR gain is then calculated by comparing the averaged SNR to that of the
single-pixel case. For or each point, a square beginning in the lower left-hand corner of the
array is considered. The dashed red line denotes the expected M'/? increase with pixel size, and
blue dots indicate the SNR. Error bars indicate one standard deviation of error when a random
selection of start pixels are chosen as the single-pixel comparison. Deviation from the expected
SNR gain of M'/? is primarily due to variation in the intensity profile across the array; areas with
slightly less photons will have a larger standard deviation. After approximately 20,000 pixels are
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Fig. 4. DCS ensemble average of the entire 500 pixel x 500 pixel area of the SwissSPAD3
(left). The water-to-milk ratio of the liquid phantom was 1:5. The measured 25 (t)|m = 2.5¢5
(blue dots) has been fit (red dashed line) to the expected diffusive scattering model of et/ m),
with 1o = 107.7 ps. The SNR increases with pixel area (right), and averaging over the entire
500 pixels x 500 pixels (excluding hot pixels and edge effects) allows for unprecedented
accuracy, with STD(22(T)|M =2.5¢5) =2.6 X 104, and an SNR gain of 473.0 over a single
pixel.

removed in post processing due to edge effects or hot pixels, the average SNR gain is a factor of
473.0 over a single pixel.

3.3. Trading SNR gain for measurement flexibility

Although using all 250,000 pixels greatly increases the SNR, the full-sensor speed of SS3
prohibits the accurate measurement of processes with shorter characteristic decorrelation times.
For example, the deep tissue DCS experiment [32] performed on the adult human head (p =
27 mm) measured processes with decorrelation timescales of 1 pus < 1. < 10 ps. Because the
full-sensor minimum exposure time of SS3 is Tgx = 10.81us, much of the relevant information
would be lost for these types of measurements.

SwissSPAD3 has been designed to give the user a large amount of flexibility when choosing
their desired mode of operation. The full sensor minimum exposure time (Tgx = 10.81 ps) is
almost entirely due to the time required to transfer 250,000 pixel’s information to the two FPGAs
through 250 output pins. It is possible, however, to reduce the number of pixel rows read out
per exposure. Because each pixel is reset upon readout, this option allows for the measurement
of smaller t bins, and the characterization of faster decorrelation times. When operated in this
fashion, however, fewer speckles are measured simultaneously, and the maximum SNR gain is
lowered accordingly. Shown in Table 1 are examples of tested exposure time settings for SS3.

Shown in Fig. 5 are two DCS curves taken with the liquid phantom setup of Fig. 2, when
smaller sections of SS3 are considered. In the left plot, 1/4™ of the sensor (128 rows) are sampled
at Tex =2.57 ps. In the right plot, 1/32™ of the sensor (16 rows) is sampled at Tgx = 0.395
ps. The source-to-fiber distance p was increased from 11.0 mm to 33.0 mm (left) and 22.0
mm (right) and the milk concentration 1:4 (left, u, =0.033cm™' g’ =6.3cm™") and 1:3 (right,
Uy, =0.033cm™! s =8.1cm™"). Increasing p and the milk concentration shortens the expected
decorrelation time 1.. The average number of detections per exposure is <n > =~ (.01 for both
plots, an order of magnitude less than in the previous section.

In the left plot each SS3 half was configured independently; each measuring a different set of
correlation delays. Although the base time bin size for both halves is 2.57 us, the bottom half
measures 16 temporally consecutive bins (tpag =0), while the bottom half measured 16 bins
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Table 1. Tested configuration settings for SwissSPAD3. By reducing the number of rows read out
from the sensor the minimum Tgy (and thus t bin size) can also be reduced. Such modes result in a
reduction in the expected maximum SNR gain, but allow for the characterization of processes with
shorter decorrelation times. The SNR gain factor is measured relative to the SNR of a single pixel

# of rows | # of pixels | Min. Tgy | Frame Rate | Max. SNR
(per half) (total) (ps) (kHz) gain (dB)
250

250,000 10.81 92.5 27.0
128 128,000 5.14 194.6 25.5
64 64,000 2.57 389.1 24.0
32 32,000 1.29 775.2 22.5
16 16,000 0.68 1470.6 21.0
8 8,000 0.38 2631.6 19.5
0.25 0.25
—-S83 Bottom Half ——Acquisition 1
——SS3 Top Half —Acquisition 2
0.2 0.2 J1 6 STD
_ 015 _ 015
T T
o 01 o 04 |
0.05 0.05
128 x 500 pixels 16 x 500 pixels
0 T, =257ps 0-Tgy=039us
10" 10° 10° 10° 10" 10?
Time Lag 7 (us) I Time Lag 7 (us)

Fig. 5. DCS measurements using reduced areas of SwissSPAD3. By lowering the number
of measured pixels, the exposure time (and shortest measurable time lag t) can be reduced.
This allows for the measurement of processes with faster decorrelation times, at the cost of a
reduced SNR. In the left plot (1:4 milk-to-water, p, = 0.033 cm_l, psl =63cm™}, p=33.0
mm), the two SS3 halves were configured to measure different temporal correlation ranges
simultaneously (red = top, blue = bottom). This allowed for a wider range of measurement
per acquisition, but lowers the number of effective pixels (and maximum SNR gain). In the
right plot (1:3 milk-to-water, y, = 0.033 cm_l, ps' =8.1cm™!, p=22.0 mm), all measured
pixels were used to capture two distinct temporal ranges, 7, =0 (red) and 7y,,= 14 (blue)
bins. Each acquisition was separated by approximately 1 ms. The solid line corresponds
to the mean value of g2(t) over 160 integration periods, and the shade corresponds to 16
standard deviations.
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separated by 35.98 us (tpag = 14). This increases the temporal range of a single acquisition,
covering more of the DCS curve. Note that although 64,000 pixels are used, the two halves are
configured to measure different correlation delays simultaneously. Thus, the effective ensemble
average size is 32000 pixels, and the maximum SNR gain ~178 over the single pixel case.

In the right plot two separate data acquisitions were performed, each separated by approximately
1 ms. As before, two 11 oG values (0 and 14) were chosen to encompass more of the DCS curve,
and the base exposure time is 390 ns. Because all 16 rows are sampling the same speckle field
the number of effective pixels is 8000, and maximum expected SNR gain is ~90. Both plots
represent 160 acquisitions of Tyt =50 ms.

For the 128 pixels x 500 pixels measurement, the single-pixel error was STD[g»(t)] =0.23,
and for the ensemble average STD(2,(T)|Mm=32e4) = 1.4 X 1073, The SNR gain is a factor of
169.3 over the single-pixel case; in agreement with the expected gain of approximately 179. The
measured data fits an e"%/™) model with a decorrelation lifetime of T =44.28 ps + 2.3 us.

For the 16 pixels x 500 pixels measurement, the single-pixel error was STD[g>(t)] = 0.39, and
for the ensemble average STD(Z5(T)|M =ge3) =4.4 X 1073, The SNR gain of 87.2 is in agreement
with the expected gain of approximately 90. The measured data fits an e~/ model with a
decorrelation lifetime of 1. =19.34 us + 1.8 ps.

In theory, the shortest possible exposure time is Tgx = 45 ns; in which only one row of pixels
per half-sensor is read out. Averaging 1000 pixels would be nearly equivalent to the 32 pixel x 32
pixel sensor used in [33,34], however, the shorter exposure time would facilitate the measurement
of 1. in the hundreds of nanoseconds. In this regime, however, the performance of the SPADs
needs to be considered. Often persisting hundreds of nanoseconds after an initial detection,
afterpulsing could contribute significantly to the g, calculation, especially in photon-starved
deep-tissue measurements. Thus, we have chosen to limit the DCS measurements in this work to
Tgx > 390ns, or 8 rows per half of the sensor. Nevertheless, the ability to average 8,000 pixels at
a time-bin resolution of 390 ns opens up an entirely new range of measurement over previously
reported systems.

3.4. Fast characterization of evolving media

In single detector DCS systems, it can be necessary to integrate for a long period of time to achieve
an acceptable signal-to-noise ratio. This can eliminate the possibility of precisely characterizing
processes which persist only for short times. SS3 can overcome this limitation owing to the
extremely high number of independent parallel measurements. For example, a single detector
with a 100 ns dead time requires 25 ms to perform 250,000 measurements. The 1024 pixel
systems at Tgx = 3 us require 0.732 ms, and SwissSPAD3 requires a single 10.81 us exposure.

A rotating diffuser is a convenient method to reduce temporal correlations, and has been used
in previous multi-pixel DCS experiments. We replaced the liquid phantom of Fig. 2 with a
calibrated diffuser (INO Biomimic optical phantom, g, =0.1 cm™! pg' = 13.4cm™"), rotating at
a velocity of 20 °/s in a transmission geometry. The two fibers were placed off-axis from the
diffuser’s center to reduce the velocity gradient across the surface of the fiber. The SS3 was
set to integrate for Tint = 50 ms and the t1 g spacing was varied several times. As shown in
Fig. 6 (left), the resulting DCS curve follows a ballistic scattering model (e"z/ Tg), instead of the
diffusive model (¢~%/) of the liquid phantom.

Shown in Fig. 6 (right) is (g2(t=10.81 ps) — 1) as the diffuser is rotated, or the value of the
first bin in Fig. 6 (left). The period of the pattern is consistent with the rotation speed of 20 °/s.
Although the variation in § across the diffuser is very small, it can be resolved within a single
50 ms integration time. These results highlight the speed at which SwissSPAD3 can make a
sensitive DCS measurement.



Vol. 14, No. 2/1 Feb 2023/ Biomedical Optics Express 711 |
Biomedical Optics EXPRESS A

0.35 0332
bm e taa, - -0.308" 7 ME91.5%)
0.3 “™o_ - SS3Data
™, 0.33
0.25 \ -
N —
.
~ 0.2 \\ ?_ 0.328
B ) S
,0.15 1 2
\ —
= \ 0326
0.1 \ =
\ S
0.05 \ 0.324
\
0 A
102 10° 0'3220 10 20 30 40
Time Lag 7 (us) Time (s)

Fig. 6. Measured DCS curve (left) of a calibrated diffuser (INO Biomimic optical phantom,
ta=0.1cm™!, ug” =13.4cm™"), when rotating at 20 °/s in a transmission geometry. Beta
variation (~3%) due to slight optical nonuniformity across the surface of the diffuser is
resolved in a single 50 ms integration time.

4. Future work and conclusions

In this work we have presented a massively parallel multi-pixel DCS implementation with
SwissSPAD3, a photon-counting camera. Whereas smaller systems may be unable to make rapid
and accurate DCS measurements in photon-starved deep tissue situations, SS3 has more than two
orders of magnitude more pixels than previously reported SPAD arrays [33,34]. Additionally, the
flexibility to easily configure a desired pixel count to balance SNR gain versus correlation bin
width makes this system attractive for many clinical measurements over a large range of time
scales.

The custom hardware and firmware was designed to make the camera entirely reconfigurable,
whereas one can trade readout speed for spatial resolution. It is also possible to transfer correlation
data from each half-sensor’s FPGA to the other and to designate simple regions of interest within
each sensor half. This allows the user to calculate a multiple simultaneous DCS curves, or
even cross correlations (instead of the current auto correlation) between pixels in various areas,
measuring and comparing the dynamics of different processes simultaneously. Such capabilities,
along with the unprecedentedly large format of 500 x 500 pixels, represent a considerable
improvement over existing photon-counting cameras, which can result in immediate uses in
quantum photon correlation measurements and quantum imaging.

Additionally, this work was performed entirely without the use of the SS3’s temporal gate
channel. It has been shown that by gating DCS events to sub-nanosecond resolution, layer-specific
information within a sample can be separated and distinguished [22,23]. With a minimum gate
width of 1 ns and temporal resolution of 18 ps, such time-domain diffuse correlation spectroscopy
(TD-DCS) experiments could be performed using our SPAD camera to validate experimental
works towards facilitating targeted and precise deep tissue measurements [41].

Finally, the work presented in this manuscript was primarily intended as an introduction to the
possibilities of our large format SPAD sensors in DCS experiments. Although the measurements
here were performed on a liquid phantom mimicking human tissue, active collaborations have
produced promising results in biological in-vivo measurements. Preliminary experiments have
measured changes in blood flow within both the arm and brain at source-detector separations
(SDS) of up to 4 cm. These initial experiments were performed with only half an array (125,000
pixels). With the addition of the other half, greater SDS are expected to be possible, allowing for
faster and more precise deep tissue measurements.
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