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Abstract
Medical image analysis for perfect diagnosis of disease has become a very challenging task. Due to improper diagnosis, 
required medical treatment may be skipped. Proper diagnosis is needed as suspected lesions could be missed by the physi-
cian’s eye. Hence, this problem can be settled up by better means with the investigation of similar case studies present in the 
healthcare database. In this context, this paper substantiates an assistive system that would help dermatologists for accurate 
identification of 23 different kinds of melanoma. For this, 2300 dermoscopic images were used to train the skin-melanoma 
similar image search system. The proposed system uses feature extraction by assigning dynamic weights to the low-level 
features based on the individual characteristics of the searched images. Optimal weights are obtained by the newly proposed 
optimized pair-wise comparison (OPWC) approach. The uniqueness of the proposed approach is that it provides the dynamic 
weights to the features of the searched image instead of applying static weights. The proposed approach is supported by 
analytic hierarchy process (AHP) and meta-heuristic optimization algorithms such as particle swarm optimization (PSO), 
JAYA, genetic algorithm (GA), and gray wolf optimization (GWO). The proposed approach has been tested with images of 
23 classes of melanoma and achieved significant precision and recall. Thus, this approach of skin melanoma image search 
can be used as an expert assistive system to help dermatologists/physicians for accurate identification of different types of 
melanomas.

Keywords  Content-based medical image retrieval system (CBMIR) · Skin melanoma · Analytic hierarchy process (AHP) · 
Particle swarm optimization (PSO) · Jaya algorithm

Introduction

After the post-classical era, computer-aided diagnosis (CAD) 
systems have been used to support medical professionals by 
analyzing the conspicuous section of any specific lesions 
[1, 2]. As the function of the human body is most complex, 
medical specialists must have to evaluate and analyze the 
medical images [3]. Improved diagnosis is based on the 

previous investigation of related and similar medical cases 
to find the best possible treatment for a patient. Present-day 
disease diagnostic methods involve a lot of imaging data and 
techniques. A huge amount of visual information is collected 
through these modern imaging techniques like computed 
tomography (CT) scan [4], nuclear imaging, 3D imaging 
optical projection tomography (OPT), optical biopsy, mag-
netic resonance imaging (MRI) scan, nuclear medicine posi-
tron emission tomography (PET), angiography test for clear 
diagnosis, and treatment [3, 5].

The improved treatment through various medical imaging 
diagnosis techniques seeks to localize the various internal 
and hidden abnormalities inside the organs of the human 
body. Hence, it takes more time to retrieve the homogeneous 
images from the large medical image database containing 
visual information. To alleviate this problem, content-based 
medical image retrieval (CBMIR) system is a tool to assist 
physicians in searching past similar medical records from 
the medical database. This helps in taking the right decision 
for accurate treatment.
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In the offline process of CBMIR system, a feature vec-
tor is created for every image of the medical database after 
feature extraction. Then, in the online process, the feature 
is extracted from the query image and compared with the 
feature vector found from the offline process to measure 
the similarity of the corresponding resultant images. Many 
known feature extraction methods based on color are color 
moments [6, 7], color histogram [8], and color-correlogram 
[9]. Moment of invariants [10], eccentricity, solidity, cir-
cularity, and Zernike moments [11, 12] are different shape 
feature extraction techniques. The frequently used texture 
feature extraction methods are first-order-feature, gray-level 
co-occurrence matrix (GLCM) [13, 14], and discrete and 
wavelet transform (DWT) [15]. Many other low- and high-
level image features are also discussed in available literature 
[16–18].

The efficient CBMIR systems were supported through 
classification methods over brain MRI images [19, 20], 
histopathological medical images of breast microscopic 
tissues [21], lung CT images [22, 23], and clinical mam-
mogram images [24], for better retrieval efficiency. Many of 
the researches on the clinical study are focused on multiple 
feature-based retrieval systems. A medical image retrieval 
system has been developed with the shape–texture descrip-
tors on lung image database [25], texture-color features 
on pigmented lesion dermoscopic database [26], and dif-
ferent texture features on lung CT image database [22]. 
For achieving better accuracy from the retrieval system, 
researchers have adapted an optimized feature-based medi-
cal image retrieval system. In Renita and Christopher [27], 
the author examined the optimized approach with grey-wolf 
optimization (GWO)-based support vector machine (SVM) 
to retrieve images from the classification of huge CT scan 
image database. An efficient retrieval system has been stud-
ied through the optimal feature selection approach of fisher 
criterion and genetic algorithm (GA) for classifying lung 
CT images [22]. Hashing approach is utilized on retrieval 
system for classifying histopathological medical images of 
breast microscopic tissues [21]. In Murala and Wu [20], 
the retrieval system for (Open Access Series of Imaging 
Studies-MRI) OASIS-MRI database, (National Electrical 
Manufacturers Association-CT) NEMA-CT database, and 
VIA/I–ELCAP database for CT and MRI images have been 
used with texture features like local mesh pattern. Simi-
lar to this, the local neighborhood-based wavelet feature 
descriptor [23] also helps for analyzing neighboring pixels 
of an image. The promising hybrid approach was estab-
lished for the efficient classification of brain MRI images 
[19]. An automated system for retrieving similar medical 
images from the large database to help physicians in making 
their decisions is developed in Shamna et al. [28]. Various 
skin disease classification and detection have also been per-
formed for better diagnosis of the disease [29–31].

For exploring such CBMIR system, image classification 
based on feature extraction and image indexing is becoming 
challenges due to individual characteristics among different 
image classes [27], which yields low retrieval performance 
[2]. To resolve this issue, multiple images features color, 
shape, and texture are mixed for providing better classifica-
tion result. This classification result can be more noteworthy 
by assigning appropriate weights among features. It has been 
found that the analytical hierarchical process (AHP) is a pair-
wise comparison approach employed in image features for 
proper distribution of weight percentage [32]. AHP helps in 
reducing the semantic gap of the semantic learning process 
[30, 33]. To achieve better performance of retrieval result, 
several comparisons and expertise are required to choose the 
proper intensity importance value among features. Hence, 
finding an appropriate optimal weight is a matter of great 
concern for complicated medical images.

Several literature studies in many areas have focused on 
the successful combination of AHP with global optimization 
algorithms for resolving the problems. An efficient method 
using AHP with an evolutionary GA approach provides a 
better weighting calculation of the energy performance level 
in residential buildings [33]. The promising combination of 
AHP-GA solves the weight intensity problem in achiev-
ing optimal weights [33]. The hybrid concept with nature-
inspired optimization like AHP-particle swarm optimization 
(PSO) has been implemented in the information security 
system to get remarkable final risk performance result [34]. 
Also, this approach establishes a hierarchical structure of 
risk assessment with a better risk control plan for the infor-
mation security system [35, 36].

In biomedical applications, the ideal feature of PSO 
facilitates within the indexing process of CBIR analyzing 
over DermAtlas image database [37] and keeps on obtain-
ing significant accuracy as against the other optimization 
techniques [36]. The author [38] addresses a model based 
on AHP with PSO for the selection of an optimal supplier 
system. The GWO approach leads to an improved result in 
image processing applications [39]. It has been found that 
the Jaya algorithm (JAYA) shows significant accuracy in the 
facial recognition field [40] as well as brain MRI medical 
images [41].

A modified active disturbance rejection control 
(M-ADRC) system is proposed to resolve the time-delay 
issues in ADRC. To overcome the time delay factor, the 
M-ADRC system has been proposed to tune with the multi-
objective quasi oppositional Jaya algorithm (MOQO-JAYA) 
and at the end achieves a successful outcome with the sup-
port of AHP [42].

From the above literature review and best of the author’s 
knowledge, the combination of AHP and the bio-inspired 
based algorithm has not yet been reported in the field of 
CBMIR systems. Therefore, in this paper, an attempt has 



47Journal of Digital Imaging (2023) 36:45–58	

1 3

been made to utilize the advantages of global optimizers 
with the analytic hierarchy process for enhancing the effi-
ciency of CBMIR systems.

The key contributions of the paper are as follows:

•	 A new approach for automatic and dynamic weight selec-
tion for image features has been proposed and tested with 
a real database of skin melanoma images. The proposed 
system assists the physicians for the right diagnosis after 
identifying the type of disease.

•	 Analytical hierarchical process (AHP) and several swarm 
optimization algorithms have been utilized to automate 
the feature weight selection process.

•	 A complete content-based medical image retrieval 
(CBMIR) system has been developed for skin melanoma 
diagnosis.

This gives huge motivation towards the development of 
an expert system that assists the physicians for the right 
diagnosis after identifying the type of diseases from the 
clinical image database using modern image recognition 
approaches. The proposed CBMIR model uses a method 
of feature extraction and assigning dynamic weights to the 
low-level extracted features based on the individual charac-
teristics of the searched images. The novelty of the proposed 
model is in basing the optimal weights assigned to the fea-
tures of the searched image instead of applying common or 
average weights.

The outline structure of the paper proceeds as follows: 
the introduction of issues with the background studies on 
CBMIR, AHP method, and various optimization approaches 
is discussed in “Introduction”. Materials and the basic con-
cepts of pair-wise comparison methods and optimization 
algorithms are presented in “Materials and Methodology”. 
“Proposed formulation for optimized AHP” deals with the 
procedure of the proposed model. Simulation results are pro-
vided in “Simulation and Result Analysis” and discussion in 
“Discussion”. In the end, the conclusion of the present study 
is provided in “Conclusion”.

Materials and Methodology

Dataset

In this research study, the standard skin lesion database 
(DermNet) for melanoma detection [43–45] has been 
used. This database consists of 23 different types of skin 
melanoma disease images. The images are stored in JPEG 
format,all are color images having red, green, and blue 
channels. The resolutions of images are different, and 
images are also of normal quality (not extremely high 

resolution). Database is divided into two groups: the first 
includes a total of 15,592 numbers of images (training 
group), and the second includes 4002 numbers of images 
(later called testing group). For experiments and simula-
tions of proposed method, 100 random images were taken 
from each class (total 2300 images) for training, and 10 
random images were taken from each class (230 images) 
for testing. Database can be downloaded from https://​www.​
kaggle.​com/​datas​ets/​shubh​amgoe​l27/​dermn​et. Samples of 
images of each class in the melanoma database are shown 
in Table 1.

AHP

The analytical hierarchical process is based on decision-
making theory, which is also known as the pair-wise com-
parison method [32, 46]. In this, the main steps are hierarchy 
construction for criterion, calculation of weights for criterion 
(here, image features are considered as criterion), and their 
consistency checking. At first, the top of the hierarchical 
structure is constructed with the main aim of retrieving simi-
lar images. As per the contents of an image, the associated 
criterion value is selected in the second step, and at the third 
step of the process, images are retrieved for database images 
considered as each of the alternatives.

During the process of weight calculation, a pair-wise 
comparison is established among individual image features 
(color, shape, and texture). Then, ranking of images is deter-
mined from the calculated feature’s weight. In this calcula-
tion, first, a pair-wise comparison matrix A is supplemented 
with the value as 

(
aij
)
n×n

 . The possible values of relative 
intensity importance ( aij ) in a given criterion is established. 
Then, there is a comparison made between two feature vec-
tors (i) and (j) with respect to criteria U based on the nature 
of image. These relative intensity importance (scaling) val-
ues are shown in Table 2. The pair-wise comparison matrix, 
A =

(
aij
)
n×n

 is represented in Eq. (1) as follows:

where n is the number of alternatives (features) and the pro-
cedure presents important characteristics as in Eq. (2):

After the completion of matrix, the features’ weights are 
evaluated by using eigenvalue method (λmax) . The process 
of eigenvalue method is analyzed as follows:

(1)A =

⎡⎢⎢⎣

a11 a12 a13
a21 a22 a23
a31 a32 a33

⎤⎥⎥⎦
,

(2)
aij =

1∕aji ,

aii = 1 ,

}
.

https://www.kaggle.com/datasets/shubhamgoel27/dermnet
https://www.kaggle.com/datasets/shubhamgoel27/dermnet
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In the pair-wise matrix (A) , the products M of elements per 
row are computed with the basis of concerned formula given 
in Eq. (3):

(3)Mi =
∏N

j
aij,

where (i = 1, 2, 3…N) , N is the rank of matrix (A) . How-
ever, the ranking (N) of pair-wise matrix (A) is established 
over the eigenvalue and vector (V) as obtained the Eq. (4):

For proper weight distribution, the normalization of 
selected eigenvector is used for calculating relative fea-
ture’s weight, as per the content of image. After the pro-
cess of assigning weights, the consistency check is deter-
mined for justifying the user’s judgment. The consistency 
index (CI) and consistency ratio (CR) are evaluated with 
Eqs. (5) and (6), respectively:

where RI defines the random index, and its value depends on 
the matrix dimension. If the condition of consistency ratio 

(4)Vi =
N
√
Mi.

(5)CI =
(
�max − N

)
∕(N − 1),

(6)CR = CI∕RI.

Table 1   Samples of images of each class with names of skin melanoma

      

      
(1) Acne and 

Rosacea 

(2) Actinic Keratosis 

Basal Cell 

Carcinoma and other 

Malignant Lesions 

(3) Atopic 

Dermatitis 

(4) Bullous Disease (5) Cellulitis 

Impetigo and 

other Bacterial 

Infections 

(6) Eczema 

      
(7) Exanthems and 

Drug Eruptions 

(8) Hair Loss 

Alopecia and other 

Hair Diseases 

(9) Herpes HPV 

and other STDs 

(10) Light Diseases 

and Disorders of 

Pigmentation 

(11) Lupus and 

other Connective 

Tissue diseases 

(12) Melanoma 

Skin Cancer 

Nevi and Moles 

      
(13) Nail Fungus 

and other Nail 

Disease 

(14) Poison Ivy 

Photos and other 

Contact Dermatitis 

(15) Psoriasis 

pictures Lichen 

Planus and related 

diseases 

(16) Scabies Lyme 

Disease and other 

Infestations and 

Bites 

(17) Seborrheic 

Keratoses and 

other Benign 

Tumors 

(18) Systemic 

Disease 

     
(19) Tinea 

Ringworm 

Candidiasis and 

other Fungal 

Infections 

(20) Urticaria Hives (21) Vascular 

Tumors 

(22) Vasculitis (23)Warts 

Molluscum and 

other Viral 

Infections 

 

Table 2   Relative importance factor (scales) for pair-wise comparison 
matrix [29, 43]

Intensity of 
importance ( aij)

Definition

1 i has the same importance as j with respect to U
3 i has slightly more importance than j with respect 

to U
5 i has more importance than j with respect to U
7 i has a lot more importance than j with respect to U
9 i totally dominates j with respect to U
2,4,6,8 Intermediate values between the two adjacent 

judgments
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is CR ≤ 0.1 , the selected intensity importance is considered, 
and otherwise, the relative intensity importance (scale) is to 
be chosen from the set of values [47, 48].

Optimization Algorithms

GA

The three main phases of GA include selection, crossover, 
and mutation over chromosomes (potential solutions) to 
transform the old population into a newly updated pop-
ulation. The fitness value for an individual solution is 
determined by the cost function for identifying the best 
solution from the population. The basic strategy of GA is 
based on providing a better individual selection to gen-
erate improved individuals in the next generation. The 
floating-point representation used in real GA for chromo-
somes improves the efficiency of GA. The real GA uses 
the arithmetic crossover and arithmetic mutation operators 
[49]. The crossover operation is represented by Eq. (7):

where Cg
x and Cg

y are the randomly chosen chromosomes 
with more than 50% fitness value. Cg+1

x  and Cg+1
y  are the 

next generation of chromosomes produced as linear mapping 
of parent chromosomes. The value of random number a is 
in between 0 and 1.

GA selects the chromosomes according to their respec-
tive fitness value using the tournament selection method. 
When the values of decision variables converging to opti-
mal or the maximum iteration are reached, the whole pro-
cess is terminated.

PSO

The robust stochastic PSO technique [36] is very widely 
used due to its excellent prompt convergence action produc-
ing an improved optimized solution. The flexibility of PSO 
with other computational intelligence approaches is used to 
achieve better performance in a particular period [36, 38].

In the course of food hunting, the optimal fitness value of 
PSO algorithm is dependent on moving directions and cov-
ered distance from the index velocity among every swarm 
particle. The earlier respective personal best position (pbest) 
and global best position (gbest) produced by an individual 
swarm determine the optimal value. The corresponding 
velocity and position of each particle can be updated showed 
in Eqs. (8) and (9), respectively.

(7)
C
g+1
x = a.

(
C
g
x

)
+ (1 − a)

(
C
g
y

)
C
g+1
y = (1 − a)

(
C
g
x

)
+ a.

(
C
g
y

)
}
,

where t  is known as iteration. The velocity Vij and posi-
tion Pij are representing the ith particle on the jth dimension 
respectively. The corresponding positions Xpbest and Xgbest 
are determined from pbest and gbest of the same particle in 
community along the jth dimension. The global exploration 
and local exploitation remains balanced with the inertia of 
weight W . The random functions r1 and r2 are in the inter-
val [0, 1]. b is introduced as constraint factor for checking 
the velocity weight, considering the value of 1; the positive 
constants c1 and c2 describing personal and social learning 
factors, set as 1.5 and 2. b is called constraint factor that 
checks the velocity weight, considering the value of 1; c1 
and c2 are positive constants describing personal and social 
learning factors, set as 1.5 and 2.

The optimal value is derived from the earlier respective 
personal best position (pbest) and global best position (gbest) 
made by each swarm particle during food hunting. The entire 
process is terminated only when it achieves global best ( gbest ) 
or values of decision variables converge to optimal weight.

GWO

As the name suggests, the GWO technique is based on the 
hunting life of wolf [39]. As per the fitness, the food hunt-
ing behavior of the GWO algorithm consists of a hierarchy 
of leadership [50] organized in Alpha (α), Beta (β), Delta (δ), 
and Omega (ω). The entire theme of this algorithm follows the 
elements, such as searching (exploration), surrounding (explo-
ration), and attacking a feed (exploitation).

The method of hunting along with surrounding the feed or 
prey by grey wolves can be expressed concerned to Eqs. (10) 
and (11), as follows:

The current position vector of a feed (prey) and a grey wolf 
are denoted as �⃗Xfeed(t) and �⃗Xgrw(t) respectively at the current 
iteration. The grey wolves are separated from the feed apart 
from the distance ��⃗D . ��⃗A and ��⃗C signify coefficient vectors, 
which are shown in Eqs. (12) and (13):

(8)
Vij(t + 1) = W ∗ Vij(t)

+ c1 ∗ r1
(
Xpbest (t) − Xij(t)

)
+ c2 ∗ r2 ∗

(
Xgbest (t) − Xij(t)

) ,

(9)Xij(t + 1) = Xij(t)+Vij(t + 1),

(10)��⃗D =
|||��⃗C ⋅

�⃗Xfeed(t) −
�⃗Xgrw(t)

|||,

(11)�⃗Xgrw(t+1) =
�⃗Xfeed(t) −

�⃗A ⋅
��⃗D.

(12)�⃗A = 2 �⃗a ⋅ �⃗R1 − �⃗a,
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From the relevant equations, vector �⃗a moves slowly down 
from 2 to 0 as the iterations progressed. The range of values 
in random vectors �⃗R1 and �⃗R2 is 0 and 1.

While hunting, the three best possible solutions lpha , 
beta , delta are saved and set. Following these three desired 
solutions, one more solution Omega tends to get the changed 
position. Subsequently, the position resetting by the grey 
wolves is derived in mathematical Eqs. (14)–(16):

At a distance of ��⃗DAlpha , ��⃗DBeta , ��⃗DDelta , the feed (prey) is 
present from the current individual fitness solutions alpha , 
beta , delta . As stated by the equations, the random vectors 
are identified as ��⃗C1 , ��⃗C2 , ��⃗C3 and in addition to this, the posi-
tion vectors �⃗XAlpha , �⃗XBeta , �⃗XDelta are represented for the fit-
ness solutions alpha , beta , and delta , respectively. Another 
position vector of current solution sets as �⃗X . After calcu-
lating the distance, the new modified position vectors of 
current fitness solutions are found from Eqs. (16) and (17) 
in respect of t iterations. The vectors �⃗A1 , �⃗A2 , �⃗A3 are random 
coefficient vectors. The similar fashion of explanation from 
Eqs. (15) to (17) is applied in another grey wolf, Omega.

JAYA​

The Jaya algorithm [51] makes an attempt to reach closer 
at desirable solutions and takes a turn to avoid from the 
poor solution of a particular problem [52]. For best optimal 
results, Jaya algorithm takes the short period of time with 
minimal effort [53]. It can be seen that Jaya algorithm has 
achieved desirable accuracy in several areas of applications 
due to its successful adoption [40, 41]. In this algorithm, the 
value of both random numbers r1,v,k and r2,v,k in the objective 
function, Wmax(x) ranges between 0 and 1. The variables p 
and D are considered as the population size (w = 1, 2,… , p) 
and design variable (v = 1, 2,… ,D) respectively. The entire 
population provides the best value, i.e., Wbest (x) , and the 
worst value, i.e., Wworst (x) . The value of Xv,w,k can then be 

(13)��⃗C = 2 ⋅ �⃗R2.

(14)

��⃗DAlpha =
�����⃗C1 ⋅

�⃗XAlpha −
�⃗X
���

��⃗DBeta =
�����⃗C2 ⋅

�⃗XBeta −
�⃗X
���

��⃗DDelta =
�����⃗C3 ⋅

�⃗XDelta −
�⃗X
���

⎫
⎪⎬⎪⎭
,

(15)

�⃗X1 =
�⃗XAlpha −

�⃗A1 ⋅
��⃗DAlpha

�⃗X2 =
�⃗XBeta −

�⃗A2 ⋅
��⃗DBeta

�⃗X3 =
�⃗XDelta −

�⃗A3 ⋅
��⃗DDelta

⎫
⎪⎬⎪⎭
,

(16)�⃗Xt+1 =
�⃗X1 +

�⃗X2 +
�⃗X3

3
.

later updated as stated in Eq. (17), where the variable wth 
candidate carries the value of the variable vth at kth number 
of iterations:

Xv,best,k refers as the best candidate and Xv,worst,k refers 
as worst candidate for the variable v . The value of 
r1,v,k

(
Xv,best,k −

||Xv,w,k
||
)
 informs to ensure the best result. 

Also, the status of worst result can be notified from the 
value of −r2,v,k

(
Xv,worst,k −

||Xv,w,k
||
)
 . The best value of objec-

tive function estimates the new modified value X′

v,w,k
 [51].

Proposed formulation for optimized AHP

The workflow of the proposed CBMIR system with AHP 
enhanced by optimization techniques used in skin mela-
noma medical images is illustrated in Fig. 1. In the pro-
posed OPWC retrieval system, the concept of a pair-wise 
comparison method for appropriate weight percentage dis-
tribution among features has been implemented. Weight 
percentage is evaluated using the intensity importance 
value entered by a user based on individual properties of 
an image; this is a general and manual approach. This will 
not provide better consistency and leads to inaccuracy. 
To get better consistent accuracy, there is a need for a 
user-free method that is independent of the experiment’s 
presumptions and biases. For this reason, the present study 
proposes to utilize OPWC for getting optimum weight, 
having no user assistance.

The main goal of the optimization algorithm is to attain 
optimal weight. The objective function of this study high-
lights the goal of specified optimization algorithms, where 
the pair-wise comparison has been implemented for solving 
the problem. When entering the weight intensity value to 
the fitness function (f ) , it identifies the suitable combination 
among features. This relevant combination is established on 
the best recall value of the proposed model. In this regard, 
the weight percentage is derived, among features of the 
individual characteristic of medical image. The respective 
weight percentage of three different features, color, shape, 
and texture are wc , ws , and wt specified as weight vector 
W = [wcwswt]. The optimized weight value of individual 
feature is subjected to consistency index (CI) , CI < 0.1 , 
and summation of wc + ws+wt = 1 . Reason behind keeping 
CI value less than 0.1 (10%) is proper selection of judg-
ment matrix. If the consistency index is C I ≤ 0.1 , then the 
selected intensity importance is followed, and if not, relative 
intensity importance will be chosen again. This is the defini-
tion given by Dr. Thomas Satya in Saaty [47].

The above said fitness function is given in Eq. (18):

(17)
X

�

v,w,k
= Xv,w,k + r1,v,k

(
Xv,best,k −

||Xv,w,k
||
)
− r2,v,k

(
Xv,worst,k −

||Xv,w,k
||
)
.
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The pseudocode of proposed OPWC algorithm is given 
below.

Pseudocode: Optimized-AHP
Input: Initial Population and image features.
Output: Optimal weights and Recall value.

Randomly initialize the intensity importance as solu-
tions
While Maximum iteration reached
Calculate fitness for each solutions by Eq. (18)
Update population
End while
Recall = best fitness value
weight = Solution corresponding to best fitness value

Optimization Parameter and Feature Extraction

In this study, the above-described objective function has 
been implemented to optimize weights through AHP for 
medical image features. Several pre-trials have been con-
ducted to identify suitable parameters of the optimization 
algorithm. The parameters used in simulation work are listed 
in Table 3. For every specified optimization algorithm, the 
number of decision variables and the maximum number of 
iteration have been set as 03 and 50, respectively.

In the retrieval system, the individual features deal with 
their corresponding dimensions. The respective dimensions 
of the color feature are 9, 64, and 6 from the color histogram, 
color auto-correlogram, and color moments [18, 54, 55]. The 

(18)
fitness = f (W)

subject to:wc + ws+wt = 1

CI < 0.1

⎫
⎪⎬⎪⎭
,

dimensions of shape features are 16, 6, and 2 extracted from 
the moment of invariants, reshape (Eccentricity, Solidity, Cir-
cularity), Zernike moment, respectively [18, 56]. Similarly, 
the first-order feature, GLCM, and DWT [18, 54] of texture 
features are extracted with dimensions of 8, 22, and 8.

Simulation and Result Analysis

Simulations and obtained results are arranged in three parts, 
which are discussed in the following way. In the first part, 
performance measures of database images (training images) 
are described. In the same way, performance measures have 
been calculated on non-database images (testing images) in 
the second part. Finally, a variability analysis of feature’s 
weight both for database and non-database images is per-
formed. Standard performance metrics of CBIR system are 
precision and recall. The formula for calculating precision 
and recall values are described in the following Eqs. (19) 
and (20):

Fig. 1   Proposed OPWC approach for generating optimal feature weights

Table 3   Parameter considered during simulation

Methods Parameters Values 
considered

GA Population size 5
Mutation rate 0.3
Swarm size 5
Personal learning coefficient (C1) 1.5

PSO Global learning coefficient (C1) 2.0
Inertia weight (w) 1
Inertia weight damping ratio 0.99

GWO Search of agents 5
JAYA​ Population size 5
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Performance Measure of Database Image (Training 
Images)

In Table 4, the average precision (AP) and average recall 
(AR) of OPWC (GA-AHP, PSO-AHP, GWO-AHP, and 
JAYA-AHP) have been calculated for 10 randomly selected 
images from each class of skin melanoma disease database 
(training images). The proposed method provides significant 
retrieval of similar images in the database. The mean of aver-
age precision and recall of all 23 different class categories 
belonging to the melanoma image database are calculated 
over window size 25. For GA-AHP 99.34% and 24.83%, 
precision and recall have been observed. Similarly, the preci-
sion of 99.77%, 99.74%, and 99.57% has been observed for 
PSO-AHP, GWO-AHP, and JAYA-AHP, respectively. Recall 
of 24.94%, 24.94%, and 24.89% has been observed for PSO-
AHP, GWO-AHP, and JAYA-AHP, respectively.

(19)Precision =
number of relevant images retrieved

total number of retrieved images

(20)

Recall =
number of relevant images retrieved

total number of relevant images in database

Table 5 concludes the statistical significance of obtained 
optimization results based on the Friedman average test. 
Here, the lower value indicates high rank. Friedman statis-
tic assumes reduction performance of specified algorithms 
at a significance level, a = 0.05. The ranking of optimized 
AHP algorithms is sorted in descending order as PSO-AHP, 
GWO-AHP, JAYA-AHP, and GA-AHP based on the preci-
sion and recall values.

Performance Measure of Non‑Database Image 
(Testing Images)

The average precision (AP) and average recall (AR) of the 
OPWC approaches (GA-AHP, PSO-AHP, GWO-AHP, and 

Table 4   Average precision 
and recall of randomly chosen 
10 images from each class of 
training database images using 
OPWC approaches

Class GA-AHP PSO-AHP GWO-AHP JAYA-AHP

AP AR AP AR AP AR AP AR

1 95.2 23.8 95.6 23.9 97.6 24.5 99.6 24.9
2 98.8 24.7 100 25 100 25 100 25
3 100 25 100 25 100 25 100 25
4 99.2 24.8 100 25 100 25 100 25
5 98 24.5 99.2 24.8 99.2 24.8 99.2 24.8
6 99.2 24.8 100 25 100 25 100 25
7 100 25 100 25 100 25 100 25
8 100 25 100 25 100 25 100 25
9 100 25 100 25 100 25 98.6 24.6
10 99.2 24.8 100 25 99.2 24.8 98 24.5
11 98.4 24.6 100 25 98 24.5 100 25
12 98 24.5 100 25 100 25 98.8 24.7
13 100 25 100 25 100 25 100 25
14 100 25 100 25 100 25 100 25
15 100 25 100 25 100 25 100 25
16 100 25 100 25 100 25 100 25
17 100 25 100 25 100 25 100 25
18 100 25 100 25 100 25 100 25
19 100 25 100 25 100 25 100 25
20 100 25 100 25 100 25 100 25
21 98.8 24.7 100 25 100 25 96 24
22 100 25 100 25 100 25 100 25
23 100 25 100 25 100 25 100 25

Table 5   Average ranking of OPWC approaches based on precision 
and recall for training database images

Method Rank based on precision and recall 
value

Rank

GA-AHP 2.913 IV
PSO-AHP 2.2174 I
GWO-AHP 2.3478 II
JAYA-AHP 2.5217 III
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JAYA-AHP) have been calculated with randomly selected 
10 images from each class of non-database from melanoma 
(testing images) shown in Table 6.

The proposed OPWC approach obtains better retrieval 
of similar images in non-database images. The mean of 
average precision and recall of all 23 different class cat-
egories belonging to non-database images are calculated 
over window size 25. For GA-AHP, 98.24% and 24.56% 
precision and recall have been observed. Similarly, the pre-
cisions of 99.15%, 98.77%, and 99.55% have been observed 
for PSO-AHP, GWO-AHP, and JAYA-AHP, respectively. 
Recall of 24.79%, 24.69%, and 24.88% has been observed 
for PSO-AHP, GWO-AHP, and JAYA-AHP respectively.

The statistical significance of achieved optimization 
results using the Friedman average ranking test is shown 
in Table 7. The ranking of OPWC algorithms is sorted in 
descending order as JAYA-AHP, PSO-AHP, GWO-AHP, and 
GA-AHP based on the precision and recall values.

From the result analysis, it is observed from Table 4 
that the classes 1, 5, 10, 11, and 21 have images which 
are difficult to match with their similar images. These are 
the classes having images of acne and Rosacea, cellulitis 
impetigo, and other bacterial infections, light diseases, 
and disorders of pigmentation, lupus and other connective 

tissue diseases, and vascular tumor types of skin mela-
noma. Furthermore, these classes may be targeted to 
increase the performance of overall system.

AHP-PSO approach performs better on training images, 
while from the results of testing images, it is observed that 
JAYA-AHP approach performs better. Here, it is concluded 
that JAYA optimization algorithm will be the better option 
in case of less number of images.

In Fig. 2, an illustration of the visual output for doc-
tor’s assistance is shown as a CBMIR system. This fully 
automated assistance system helps the doctors and phy-
sicians to easily identify the type of disease and similar 
cases.

Table 6   Average precision 
and recall of randomly chosen 
10 images from each class 
of testing database image 
(non-database) using OPWC 
approaches

Class GA-AHP PSO-AHP GWO-AHP JAYA-AHP

AP AR AP AR AP AR AP AR

1 86.8 21.7 96.8 24.2 90.6 22.6 97.6 24.4
2 88.4 22.1 94 23.5 96 24 99.2 24.8
3 100 25 100 25 100 25 99.6 24.9
4 98.4 24.6 98.4 24.6 98 24.5 99.2 24.8
5 99.2 24.8 99.6 24.9 99.6 24.9 100 25
6 99.2 24.8 100 25 99.2 24.8 100 25
7 100 25 100 25 100 25 100 25
8 98.4 24.6 98.8 24.7 98.4 24.6 99.6 24.9
9 98 24.5 98.4 24.6 97.6 24.4 99.2 24.8
10 99.2 24.8 99.6 24.9 99.2 24.8 99.6 24.9
11 100 25 100 25 100 25 100 25
12 98.8 24.7 99.6 24.9 99.2 24.8 100 25
13 99.2 24.8 99.2 24.8 98.8 24.7 99.6 24.9
14 97.6 24.4 98 24.5 98.4 24.6 98.8 24.7
15 100 25 100 25 100 25 99.2 24.8
16 100 25 100 25 100 25 100 25
17 98.8 24.7 98.4 24.6 98.8 24.7 99.2 24.8
18 99.2 24.8 100 25 99.6 24.9 99.6 24.9
19 100 25 100 25 100 25 100 25
20 100 25 100 25 99.2 24.8 100 25
21 99.6 24.9 100 25 100 25 99.2 24.8
22 100 25 100 25 100 25 100 25
23 98.8 24.7 99.6 24.9 99.2 24.8 100 25

Table 7   Average ranking of OPWC approaches based on precision 
and recall for testing (non-database) images

Method Rank based on precision and recall 
value

Rank

GA-AHP 3.0217 IV
PSO-AHP 2.1957 II
GWO-AHP 2.7826 III
JAYA-AHP 2 I
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Analysis of Feature’s Weights

Automatic and dynamic weights of features for database 
image (training images) and non-database image (testing 
images) of proposed OPWC approaches (GA-AHP, PSO-
AHP, GWO-AHP, and JAYA-AHP) are given in the sup-
plementary file. The weights of color, shape, and texture 
features are represented as Wc , Ws , and Wt , respectively. 
The statistical measures like mean, variance, and stand-
ard deviation have been calculated and observed. For an 
easy observation, bar chart representations are shown in 
Figs. 3 and 4. In Figs. 3a and 4a, the corresponding mean 

weight values in the database and non-database image, 
it is observed that the shape feature’s weight dominates 
other features based on the nature of the image. The shape 
feature specifies high weight importance through both the 
variance and standard deviation compared to others by 
applying three proposed OPWC approaches except JAYA-
AHP for database images shown in Fig. 3b and c as well as 
non-database images shown in Fig. 4b and c, respectively. 
But, the color feature’s weight shows better for all types of 
images in variance and standard deviation with the imple-
mentation of JAYA-AHP approach found in Figs. 3b, c 
and 4b, c.

Fig. 2   Visual output of non-database image using optimized pair-wise approach JAYA-AHP

(a) (b) (c)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

GA-AHP PSO-AHP GWO-AHP JAYA-AHP

Color (Wc)

Shape (Ws)

Texture (Wt)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

GA-

AHP

PSO-

AHP

GWO-

AHP

JAYA-

AHP

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2

GA-AHP PSO-AHP GWO-AHP JAYA-AHP

Fig. 3   Statistical analysis of feature weights for database image a Mean b Variance c Standard deviation
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Discussion

In general, the key concept of the CBMIR system is the 
classification of images based on feature extraction tech-
niques. Mostly, the weight of the features of the image 
plays a vital role in classifying the images. If feature 
weights are not selected properly, then results may not be 
accurate. In this proposed CBMIR system for skin lesion 
melanoma database, training and testing images have been 
used for simulation of automatic and dynamic selection 
of feature weights. Here, medical image retrieval is per-
formed with the help of dynamically determined optimal 
feature’s weight as per the nature of images. For an auto-
determination of optimal feature weight, different OPWC 
approaches such as GA-AHP, PSO-AHP, GWO-AHP, 
and JAYA-AHP have been implemented. The proposed 
retrieval system is implemented over randomly selected 
training images and has been tested over randomly selected 
testing images of the database. Hence, the proposed sys-
tem helps to assist doctors and physicians in identifying 

the correct types of skin melanoma disease, and patients 
get proper treatment without error.

Table 8 is listed with the studies of similar kind with other 
state-of-the-art methods. Most of the studies use deep learn-
ing methods like CNN and concept of transfer learning for 
identification of different types of skin disease.

Limitations

Intensive computation that needs a bit longer time is limita-
tion of the proposed approach. Online or real-time use of 
this approach may suffer from delay. Hence, it is required to 
explore other less computation-intensive optimization algo-
rithm as alternative way.

Future Directions

Furthermore, the same proposed approach can also be 
applied to different areas such as hyper spectral and multi 
spectral image identification, military target detection, 
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Fig. 4   Statistical analysis of feature weights for Non-database image a Mean b Variance c Standard deviation

Table 8   Comparative analysis of proposed OPWC with other similar studies

Reference Method used Dataset Precision Recall Accuracy

Hossen et al. [31] Convolution neural network
(CNN) for classification

Skin disease custom image 
dataset for acne, eczema, 
and psoriasis

86%, 43%, and 60% 67%, 60%, and 60% (window 
size not mentioned)

–

Anand et al. [57] Modified U-Net Architecture PH2 – – 97.6%
Anand et al. [58] Transfer learning and  

pre-trained Xception 
model

HAM10000 (for Benign 
Keratosis)

99% – 96.40%

Proposed approach Optimal pair-wise 
comparison (OPWC) 
using JAYA-AHP

DermNet (Testing Images) 99.55% 24.88% (for window size 
25)

–

Proposed approach Optimal pair-wise 
comparison (OPWC) 
using PSO-AHP

DermNet (Testing Images) 99.15% 24.79% (for window size 
25)

–

The bold entries only reflect "The proposed approach outperforms previous approaches"
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missile launching and planning, and for other disease diag-
nosis. Optimization-based pair-wise comparison approach 
can also be applied on a different system known as Rel-
evance Feedback-CBIR system. Different variants of AHP 
can also be used to make pair-wise comparison.

Conclusion

This paper presents an effective medical image retrieval 
system as an assistive tool for doctors. This may be very 
helpful to the healthcare industry. The unique quality of 
the proposed OPWC approach is that the weights assigned 
to the features of the searched image are automatic and 
dynamic. The proposed OPWC such as GA-AHP, PSO-
AHP, GWO-AHP, and JAYA-AHP has been employed for 
automatic and dynamic determination of weights based on 
the contents of medical images. The developed model was 
tested with 23 categories of melanoma database and non-
database images and delivering high retrieval accuracy. 
Among all OPWC approaches used, PSO and JAYA algo-
rithm perform better compared to other listed algorithms 
for database images (Training images) and non-database 
images (Testing images), respectively. Hence, this image 
searching model can lead to the development of an expert 
system to help the physicians in identifying correct types 
of melanoma diagnosis and the patients in getting the right 
kind of treatment without any error.
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