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Abstract

Ebola Virus Disease (EVD), caused by the Ebola virus (EBOV), is a severe illness characterized 

by case fatality rates up to 90%. The sporadic nature of outbreaks in resource-limited areas 

has hindered the ability to characterize the pathogenesis of EVD at all stages of infection, but 

particularly during early host responses. Pathogenesis is often studied in non-human primate 

(NHP) models of disease that replicate major aspects of human EVD. Typically, NHP exposures 

utilize a large infectious dose, are carried out through intramuscular or aerosol exposure, and 

have a fairly uniform disease course. In contrast, here we report our analysis of the host response 

to EBOV following intranasal exposure. Twelve cynomolgus macaques were infected with 100 

plaque forming units of EBOV/Makona through intranasal exposure, and presented with varying 

time to onset of EVD. We utilized RNA-Sequencing and a newly developed NanoString codeset 

to monitor the host response via changes in RNA transcripts over time. When individual animal 

gene expression data were phased based on onset of sustained fever, the first clinical sign of severe 
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disease, mathematical models indicated that interferon stimulated genes (ISGs) appeared as early 

as 4 days before fever onset. This demonstrates that lethal EVD has a uniform and predictable 

response to infection regardless of time-to-onset. Furthermore, expression of a subset of genes 

could predict disease development prior to other host-based indications of infection such as fever.

One Sentence Summary:

Examination of an animal model of ebolavirus infection with variable disease onset identifies 

highly conserved host markers of infection that precede symptoms by 4 days. .

Introduction

Ebola virus disease (EVD) is a serious illness that can cause up to 90% case fatalities in 

humans and non-human primates (NHPs) (1). The causative agent, Ebola virus (EBOV), 

spills over into human and NHP populations on a sporadic basis and typically causes limited 

outbreaks. A notable exception was the 2013–2016 outbreak in West Africa, which caused 

approximately 28,000 cases (2). This event highlighted the need to better understand the 

pathogenesis and host response to EVD as a means to create better therapeutics, vaccines, 

and diagnostics.

The study of EVD is difficult since human clinical samples available for research 

purposes are rare and priority is not usually placed on preserving samples for subsequent 

experimentation during an outbreak. To fill this gap, animal models have been developed to 

study EVD in vivo. The current model most widely used for understanding pathogenesis and 

testing of therapeutics and vaccines is NHPs, specifically cynomolgus and rhesus macaques 

(3). Upon infection with EBOV, NHPs display many of the same symptoms as humans 

including coagulopathy, lymphocytosis, and rash (4). The NHP EVD model typically 

employs an infectious dose of 1000 plaque forming units (PFU) through an intramuscular 

injection (IM) or aerosol exposure resulting in disease symptoms within 3–5 days and 100% 

lethality within 6–10 days post-exposure (5, 6). Intranasal exposures at 250 or 500 PFU also 

result in a uniformly lethal model of EVD, but with a delay in time to death compared to 100 

PFU IM exposures (7). In contrast, human EVD is thought to result from exposure to lower 

infectious doses via parenteral or mucosal routes (8, 9) with the incubation period ranging 

widely from 2–21 days post-exposure to EBOV (10). These differences highlight the need 

for experimental NHP models that more closely recapitulate natural human exposure and 

ensuing disease.

Important data regarding the host response to infection has been gained from 

investigating circulating immune responses in 100% lethal NHP models (11). For example, 

transcriptomics has been used to explore early host responses to infection in time-resolved 

NHP datasets (12–15) and to define important aspects of the host response that contribute to 

survival in mice (16), NHPs (17, 18), and humans (19–21). These analyses have pointed to 

a robust and early immune response following EBOV exposure largely characterized by the 

upregulation of interferon-stimulated genes (ISGs).
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Left unaddressed in these analyses has been whether the host response to infection in a 

uniform disease onset model is the same as that seen in a more variable onset disease 

situation that is representative of human cases of EVD. We were able to approach 

this question through a recently developed model of EVD. This model used a mucosal 

exposure route that was less than 100% fatal and showed variable onset of disease. We 

investigated the host response to infection in this model using telemetry devices, blood 

chemistry analysis, and transcriptomic approaches of RNA-Sequencing (RNA-Seq) and 

NanoString. This allowed us to map the NHP response to infection at both symptomatic and 

asymptomatic phases and to relate these findings to human EVD

Results

In the context of ongoing efforts to develop NHP models that more accurately replicate 

EVD observed in humans, 12 cynomolgus macaques were exposed to EBOV/Mak via the 

intranasal route. Virus (target dose of 100 PFU) was administered either via pipette or 

Mucosal Atomization Device (MAD) to each NHP. Following exposure, disease onset was 

not uniform, with animals showing variable onset of disease symptoms and time to death. 

Two animals were asymptomatic for disease during the course of the experiment.

Description of 4 distinct response groups following exposure

The NHPs clustered into 4 distinct groups based on appearance of disease symptoms, onset 

of viremia, and time to death (Figure 1A–B) and had an 83% fatality rate. Three animals 

had an expected disease course (Group 1 (Normal): NHPs 1, 2, and 12), became quantifiably 

EBOV-positive as detected by RT-qPCR on day 6 post-exposure and had a mean time to 

death of 10.47 days. Four animals had a delayed onset of disease (Group 2 (Delayed): 

NHPs 3, 5, 8, and 10) and had a mean time to death of 13.31 days. In this group, NHPs 

did not develop quantifiable viremia until days 10 or 12 post-exposure, but viral RNA was 

qualitatively detected (above the limit of detection but below the limit of quantification 

for the assay) as early as day 3 in NHP 10 and on day 6 in NHPs 3 and 8. NHP 5 did 

not have any detectable viral RNA until day 10. Three animals had a late onset of disease 

(Group 3 (Late): NHPs 4, 6, and 9) and a mean time to death of 21.42 days. NHP 6 had 

quantifiable viremia on day 20, but viral RNA was only qualitatively detected on days 6, 10, 

and 14. NHP 9 first had quantifiable viremia on day 21, but was also qualitatively positive 

on day 14. NHP 4 had borderline quantitative viremia on day 10, was qualitatively positive 

on day 14, and then quantitatively positive again on day 20. Finally, two animals did not 

become quantitatively RT-qPCR-positive across the time course of the experiment (Group 

4 (No response): NHPs 7 and 11) and survived out to 41 days which was the pre-defined 

experimental endpoint. However, viral RNA was qualitatively positive in these animals on 

days 6 and 10 post-exposure, respectively. Survival and time to death did not correlate with 

the method of intranasal exposure (p = 0.1292).

To determine if physiological differences that correlated to disease outcome were detectable 

prior to exposure, we analyzed blood chemistry data, hematology, and soluble proteins 

collected prior to exposure (day 0). A one-way ANOVA was performed for each of the 

39 measured parameters and a regression coefficient to symptom onset (R2) value was 
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calculated. Only one variable, mean corpuscular volume (MCV), was significantly different 

between the groups (p < 0.05) (Supplemental Figure 1A). The difference observed in MCV 

was driven by the Delayed animals which had a significantly lower value than the Normal 

group (p-value = 0.02)(Supplemental Figure 2) that was not significantly different from any 

other group. A low MCV value, which measures the average size of red blood cells, can 

signify blood loss or anemia. However, since the values were only significant in one of the 

group comparisons, we think it unlikely to have contributed to the differential disease onset.

To further investigate if there was a difference observed at the day of infection we performed 

PC analysis on the same parameters from day 0 (Supplemental Figure 1B). We would 

hypothesized that if the animals were similar across the different response groups prior to 

exposure, one group would not cluster differently from any of the others. There is no strong 

clustering within groups signifying there is no group that is distinctive from the others. Also, 

all the groups are centered close to the point (0,0), meaning that none of the groups had large 

outlier values that could have contributed to the different onset of disease. Based on this 

analysis, we can conclude that it was unlikely that a pre-existing physiological difference in 

the animals contributed to the different disease onsets.

The variable onset of disease in these animals presented a unique opportunity to identify 

factors that might be associated with different responses to EBOV intranasal challenge. We 

investigated clinical, biochemical, physiological, and transcriptomic data to identify markers 

of disease onset within this cohort. An overview of the transcriptomic data available can 

be seen in Figure 1C. We used two approaches for transcriptomic analysis – RNA-Seq 

and NanoString. RNA-Seq enables a hypothesis-neutral investigation of RNA abundance 

changes. In contrast, we also utilized a newly developed NanoString codeset that recognizes 

769 NHP, and which we have previous demonstrated effective with EBOV/Mak-infected 

NHPs (15). Although NanoString does not provide the transcriptomic depth of RNA-seq, it 

is much more rapid compared to RNA-seq, and does not have as high of a requirement for 

RNA quality.

Clinical chemistry changes in symptomatic animals

Typical manifestations of EVD were observed in all non-survivors, including maculopapular 

rash, lymphadenopathy, anorexia, and fever. Indicators of coagulopathy, such as bleeding 

or hemorrhage, were largely absent in these animals. Some animals displayed respiratory 

signs including cough, labored breathing, and use of accessory or abdominal muscles 

for breathing. Additionally, all non-survivors had alterations in hematological and serum 

chemistry parameters, regardless of the time-to-death. These changes mirrored previously 

reported EBOV infection of NHPs, including increases in the blood urea nitrogen 

(BUN), creatinine (CRE), calcium (CA), and gamma-glutamyl transferase (GGT) (Figure 

2). Increases in liver enzymes such as alanine aminotransferase (ALT) and aspartate 

aminotransferase (AST) were also noted, along with an increase in alkaline phosphatase 

(ALP) (Figure 2). Changes in blood chemistry coincided with the development of clinical 

signs and appearance of viral RNA in plasma; these changes were delayed in those animals 

with an extended time-to-death. The two survivors generally did not have any changes in 

behavior, health, or clinical pathology parameters associated with EVD.
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Innate immune pathway activation during acute EVD

The varying times to death among the study animals led us to investigate the nature of the 

host immune response following onset of symptoms as determined by onset of sustained 

fever. We performed differential gene expression analysis in the RNA-Seq dataset and 

biological pathway analysis in Ingenuity Pathway Analysis (IPA) for each group relative 

to pre-challenge baseline for symptomatic time points (Figure 3A). All animals showed 

a similar host response at the end stages of disease as evidenced by upregulation of the 

same top 20 signaling pathways based on IPA results (Figure 3B). The highest level 

of conservation across the groups was the Normal and Delayed groups at 10 days post-

exposure and the Late group at 21 days post-exposure. Due to loss of samples from poor 

RNA quality for day 14 post-exposure in the Delayed group, we only had usable samples 

from one animal remaining at this time point thus reducing our ability to find statistically 

differentially regulated genes resulting in fewer pathways with enrichment.

Enriched pathways included activation of innate immune pathways (role of pattern 

recognition receptors, interferon signaling, role of RIG-I in antiviral response) as well 

as acute phase response signaling and pathways associated with nitric oxide (NO) and 

reactive oxygen species (ROS). These pathways were consistent within each group and 

also were consistent with host gene expression seen during viremic stages of disease 

following higher-dose exposure to EBOV/Kikwit (22) and other EBOV/Mak challenges 

(13). Interestingly we identified two pathways that were among the top 20 that were down-

regulated (PPAR signaling and LXR/RXR activation) during infection. These pathways are 

important in lipogenesis, cell survival, and can down-regulate the inflammatory response 

through inhibition of NF-kB and TLR-4 (23, 24). The top 20 regulators of downstream 

targets were also consistent with an over-activation of the innate immune response and show 

a strongly conserved host response during the symptomatic stage of disease (Figure 3B and 

C).

To further characterize the interferon response during the symptomatic stage of infection, 

we used the interferome database (25) to compare the type I, II, and III interferon responses 

based on the number of interferon responsive genes differentially regulated. Across all 

the symptomatic animals, there is a strong type I and type II interferon response but 

minimal type III response (Figure 3D). This is consistent with the upstream regulators where 

interferon alpha (IFNA) and interferon gamma (IFNG) are significantly enriched (p < 10−6) 

across all the groups.

Cytokine gene expression during acute EVD

Using differentially expressed cytokine genes identified through RNA-seq, we examined 

whether animals that showed symptoms at different times of infection had differences 

in their cytokine response during the course of disease. We identified 57 differentially 

expressed cytokine mRNAs (Supplemental Table 1) and then determined whether the 

animals showed similar expression based on the groups or on the distinction between 

symptomatic or asymptomatic. We found that the dominant driver of clustering in this 

approach was symptom onset (Figure 4A). In contrast, there was little clustering based 
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on time post EBOV exposure further suggesting the symptom onset is a more important 

indicator of disease course.

Of the cytokines in the RNA-Seq dataset that were differentially regulated, 11 were common 

to all groups and time points (Figure 4B). Again, due to sampling size being reduced to one 

animal in the Delayed group at day 14 post-exposure, fewer differentially regulated genes 

were identified. Comparing only the Normal group at day 6 and 10 post-exposure, Delayed 

group at day 10 post-exposure and the Late group at day 21 post-exposure, the number of 

conserved cytokines increases to 22. This suggests that the cytokine response is similar in 

the symptomatic animals. To confirm the host response profiles that we observed with NGS, 

we also used a NanoString codeset to profile the expression of 769 NHP genes that has been 

previously shown to be beneficial as a secondary means for RNA-quantification in NHPs 

infected with EBOV (15). This analysis confirmed the upregulation of the cytokine genes 

identified by NGS (Supplemental Figure 3).

Early and transient transcriptional responses in NanoString data

The NanoString NHP gene expression codeset has the potential for increased sensitivity vs 

RNA-Seq for targeted gene expression profiling (15). Notably in this dataset, we identified 

a subset of cytokines that were upregulated at day 3 post-exposure in NHPs that showed a 

delayed course of disease (NHPs 3, 5, 8, and 10).

This up-regulation was consistent across all four animals in this cohort and was not 

identified as up-regulated in NGS datasets. This finding led us to broaden our analysis 

of the NanoString data to see if there were other genes upregulated at this early time point. 

Subsequently, we identified 178 genes that were found to be up-regulated on day 3 post-

exposure in the Delayed animals, but had returned to near baseline by day 6 post-exposure 

with the exception of three interferon stimulated genes (Figure 5A–B, Supplemental Figure 

4, Supplemental Table 2). We performed k-means clustering (k = 3) on the NanoString 

expression data for all NHPs at all time points (Figure 5C) using these 178 genes. In 

the PCA plot, the 3 clusters are shown. Cluster 1 is made up of most samples. Cluster 2 

represents the Delayed animals at day 3 post-exposure. One animal from the Normal group 

(NHP 2), one from the Late (NHP 9), and one from the No response group (NHP 11) at day 

3 post-exposure are also included in this cluster showing a similar up-regulation at this time 

point. Three points formed Cluster 3. All three were end-stage samples that were close to 

death.

We utilized PANTHER (26) to determine if any one set of genes was significantly 

enriched in these 178 genes. As a reference, we used only those genes included in the 

NanoString codeset to account for potential bias. We found that GO terms associated with 

cytokines, cytokine response (GO:0005125) and cytokine receptor binding (GO:0005126), 

were significantly enriched (adjusted p-value = 8.91 × 10−5 and 6.05 × 10−3 respectively). 

Cytokine response genes that were up-regulated at day 3 post-exposure in Delayed animals 

included interferons (e.g. IFNB1, IFNL2, IFNL3), pro-inflammatory cytokines (e.g. IL17F, 
IL6, IL10) and many T-cell recruitment/activation genes (e.g. CCL18, IL2, CCL17). Though 

there was detection of type I and type III interferons, there was no significant up-regulation 

of interferon-stimulated genes at this point. This may suggest a modest immune response to 
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the infection in the nasal cavity and that day 3 post-exposure was optimal for detection with 

the Delayed animals. Transcriptional analysis of early events in the nasal cavity would be 

needed to support this hypothesis.

Interferon Simulated Gene activation immediately prior to onset of EVD symptoms

As the response to infection in the symptomatic stage offered few differences to explain 

disease onset, we moved to studying events after infection at the time point directly 

preceding the symptomatic stage (Figure 6A). Previous studies have suggested that 

transcriptional analysis can identify host innate immune response genes are induced 

following hemorrhagic fever virus infection and that some of these genes can be detected 

prior to the onset of symptoms (12, 27–29). To determine whether there was any evidence of 

host-response gene expression changes at early times post-exposure, we examined the RNA-

Seq data for evidence of transcripts that were induced prior to the display of overt symptoms 

(fever as determined by telemetry) or quantifiable viremia (determined by RT-qPCR) and 

that were then sustained through the end of infection. Our analysis identified a number of 

genes that were induced at or prior to induction of fever. In challenged animals that did not 

develop disease we did not find these genes to be significantly differentially regulated. Many 

of these “sentinel” genes are classified as interferon stimulated genes, or ISGs.

The transcriptome from animals in the Normal group showed increased accumulation of 

approximately 100 ISGs concurrent with the onset of quantifiable viremia and symptoms 

(Figure 6B). In animals in the Delayed group, 14 ISG transcripts were significantly up-

regulated (log2(fold change) > 1, adjusted p-value < 0.05) by day 6 post-exposure. This 

represented a gene expression spike that occurred 4 days before the onset of quantifiable 

viremia and fever (Figure 6C). The pre-symptomatic expression of host innate immune 

genes was even more remarkable in animals that showed a late onset of disease. ISG 

transcripts were upregulated at 14 days post-exposure, which was 7 days before the onset of 

quantifiable viremia (Figure 6D).

These data showed that ISG mRNA up-regulation is a pre-symptomatic indicator of the 

development of EVD. This is summarized in Table 1, which shows that the ISG markers 

are highly expressed by day 6 in the Normal group, coincident with fever and quantifiable 

viremia, but appear markedly in advance of both fever and quantitative viremia in cases of 

delayed disease onset. In the Delayed and Late groups, the interferon response preceded 

a sustained fever by 4 and 5 days respectively. This pre-symptomatic response was a 

conserved response. Of the 4 ISGs upregulated at day 14 post-exposure in the Late animals 

(NHPs 4, 6, and 9), 3 of the 4 were identical to ISGs upregulated at day 6 post-exposure in 

the Delayed animals. All were upregulated in animals that showed the expected timing of 

symptom development.

The early upregulation of these ISGs was also seen using the NanoString codeset, which 

contained 80 ISGs. Differential expression analysis of genes in the NanoString codeset 

showed that all symptomatic animals had upregulated ISGs while asymptomatic animals 

(Group 4, No response) did not (Supplemental Figure 5). As was seen in our NGS datasets, 

at day 6 post-exposure in the Delayed group and day 14 post-exposure in the Late group, 

there was up-regulation of IFIT2/3/5, OASL, ISG15 and DDX58. Expression of these genes 
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persisted through to the late stage of disease and was conserved between animals in each 

group (Supplemental Figure 5).

Conservation of ISG response to Human EVD

The ISG response during the acute phase of EVD in NHPs was highly conserved among 

the groups. Figure 7A shows the fold change of ISGs in Normal animals at day 10 post-

exposure (X-axis) compared to the Delayed animals at day 10 post-exposure and the Late 

animals on day 21 post-exposure (Y-axis). The lines represent linear fits. As can be seen, 

the ISGs are highly similar in their expression values across the different groups suggesting 

that mRNAs that make up the response were highly conserved despite different times to the 

onset of disease. The conservation of the late stage animals (Delayed and Late groups) and 

the early response suggests that the ISG response is up-regulated at similar times and in a 

similar orders. There is a significant correlation of both the Delayed group ISG expression 

to the Early group ISG expression (Pearson r = 0.93, p < 0.0001) and the Late group ISG 

expression to the Early group ISG expression (Pearson r = 0.89, p < 0.0001) demonstrating a 

high conservation of ISG expression.

To determine whether the ISGs up-regulated in NHPs were also up-regulated in clinical 

patients with EBOV/Mak, we compared the fold induction of the ISGs that were identified 

in this study to ISGs that showed increased expression in a transcriptional analysis of 

EBOV-infected patients in Guinea (19) who would go on to succumb to disease. These 

patients were all symptomatic for disease at the time of sampling and had a mean time from 

self reported symptom onset of 5.9 days (19). A correlation plot shows that many of the 

same ISGs were up-regulated in both NHPs and in human host responses to EBOV infection 

(Figure 7B). From this analysis we identified a small subset of ISGs that could act as early 

indicators of disease in NHPs and humans: IFI44, IFI44L, IFIT2, IFIT3, IFIT5, ISG15, 
MX1, and OASL (Figure 7C and D). Based on their profile of expression in the NHPs and 

their conservation into the human dataset, we suggest that at a pre-symptomatic time point, 

these genes could act as early indicators of viral infection.

Modeling Host Dynamics of Infection

This dataset provided a chance to look at modeling the host response relative to the end 

of the incubation period to determine if 1) there is a way to align the samples to generally 

analyze the host response across the three symptomatic groups, and 2) to see if we can 

model the different gene groups to more robustly determine which will be up-regulated first 

and how we expect these genes to be up-regulated. The gene expression changes across the 

four groups did not align well when comparing the fold changes observed in the NanoString 

codeset to the days post-exposure (Figure 8A). However, using the telemetry data, we were 

able to determine a mean time to onset of fever for each of the days post-exposure for 

each group. We assigned 0 to be the mean day of onset of sustained fever (>1.5 °C above 

mean temperature). All the sampling days were then either negative (meaning they happened 

before the onset of a fever) or positive (meaning they happened after the onset of a fever). 

When we looked at the gene expression data using time relative to onset of sustained fever, 

we found that the samples aligned very well to each other (Figure 8B). We concluded that 

Speranza et al. Page 8

Sci Transl Med. Author manuscript; available in PMC 2023 March 06.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



despite differential onset of symptoms and gene expression, the pattern of gene expression 

relative to fever onset is conserved.

Next, we used a logistic model to fit the data to curves. This type of model does limit 

our analysis to genes that show a pattern of expression consistent with a logistic curve. 

We fit a single model to a single gene at a time (Figure 8C). We did not include the 

time point of day 3 post-exposure since we wanted to examine gene expression relative 

to acute disease and the day 3 post-exposure spike of cytokines is eliminated by day 6 

post-exposure. We found that the ISGs identified as early up-regulators preceded expression 

of cytokine genes in all cases (Figure 8D). Also, their predicted mean time to detectable 

expression (log2 fold change > 2) was found to be 4.6 days before the onset of fever (± 
0.46 days). This means that the early interferon genes are strongly up-regulated 4.5 days 

before the onset of symptoms. Finally, this response is followed by the cytokine response 

which reached higher expression overall than the interferon response (Figure 8D) but was 

not significantly expressed earlier than the end of the incubation period. This shows that the 

cytokine response is concurrent with the onset of fever.

Discussion

A striking aspect of our results is that despite the different times to onset of disease, 

the host response was similar across the three symptomatic groups (Group 1 (Normal), 2 

(Delayed), 3 (Late)). The Delayed and Late groups each had a longer mean time to death 

than the standard 6–10 days. By shifting the sampling days to align the different response 

groups by time to symptom onset instead of days post exposure, we observed that the host 

response follows a conserved and predictable pattern of gene expression. We were able to 

then generate mathematical models of gene expression to show that pre-symptomatic gene 

expression can be detected up to 4 days prior to fever

An important implication of this study is the potential use of host markers as pre-

symptomatic indicators of disease. We found that through modeling the gene data relative 

to the onset of a fever, the interferon response was detectable up to 4 days earlier. When 

we corrected for sampling days, ISGs expression was still detectable up to 3 days before 

the onset of fever. Earlier studies have shown that gene expression changes are detectable 

in vivo following EBOV exposure (12, 30, 31), but our results here greatly expand the 

utility of these markers. The appearance of host-based markers up to 4 days prior to fever 

suggests that they could be used to track individuals at high risk for infection including 

hospital personnel caring for EBOV-infected individuals, close-contacts of the same, or 

individuals who have been in an environment where EBOV is present. Based on our work 

here, NanoString based assays appear to be a feasible approach as a host based diagnostic, 

but other multiplexed nucleic acid detection platforms could be equally useful.

The interferon response in symptomatic animals was followed closely by a cytokine 

response that was more concurrent with the onset of a fever. This cytokine response was 

similar to what has been seen previously in NHP infections with a 100% lethal model 

of infection including cytokines such as IL-6, CCL8, and CXCL10 (12). This cytokine 

response developed after the interferon response and generally reached higher maximum 

Speranza et al. Page 9

Sci Transl Med. Author manuscript; available in PMC 2023 March 06.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



levels of expression than ISGs. Similar to our modeling with the expression patterns of 

interferon-responsive genes, we found that we could also model the timing of cytokine 

expression. The cytokines found to be up-regulated are consistent with the cytokine storm 

that is characteristic of dysregulation of the immune system (32). This is consistent with a 

strong pro-inflammatory response in innate immune cells circulating in the blood.

The response observed during the symptomatic phase is consistent with transcriptional 

observation in human infections. In a patient treated at the NIH Clinical Center, the 

earliest response to viral infection involved many interferon stimulated genes and cytokine 

expression (20). Since this patient ultimately survived, these responses eventually subsided. 

In a Guinea cohort of patients from the 2013–2016 EBOV outbreak in West Africa, one 

of the gene sets strongly enriched in the fatal cases was interferon-stimulated genes (19). 

Interestingly, when we compare the expression of the early genes to human fatal cases, a 

correlation between the genes during the acute phase in both the humans and NHPs was 

appearent. This correlation and the conservation of interferon genes at the earliest stages 

of disease suggest that these genes may be up-regulated early in infection in humans. This 

introduces the possibility of using the host response as an early diagnostic, and preliminary 

work to do so has been performed (30). Though the interferon response is not unique to 

EBOV, identifying other genes with a similar expression pattern may help to isolate potential 

early markers of infection.

Smaller changes in RNA abundance were detected in our NanoString assays, allowing for 

the characterization of a modest immune response very early in infection. This response 

mostly contained pro-inflammatory cytokines and well as general immune response genes. 

This response could be the animals responding to the infection in the nasal cavity, which 

was the site of initial exposure. The presence of interferon lambda (IFNL) may suggest an 

immune response in epithelial cells consistent with a modest immune response occurring in 

the nasal cavity. IFNL has been previously shown to be an important factor in protection of 

respiratory epithelial cells against viral infections (33).

The early immune response detected by NanoString was present in all the Delayed animals, 

one Late animal, one Normal animal, and one No response animal. The No response animal 

that had a detectable early response at day 3 post-exposure did have more instances of 

elevated body temperature than the other No response animal as determined by implanted 

telemetry devices. The combination of increased instances of fever over the course of the 

study and the presence of the early response suggests that the two No response animals 

had different host responses to the initial infection. This early host response was no longer 

detectable by day 6 post-exposure in all the animals except the one Normal animal as that 

animal had viremia and fever at this time. During this initial immune response it is likely 

that myeloid cells such as dendritic cells and macrophages become infected as they are 

suggested as initial targets for EBOV (34) and found to be major contributors to the host 

response (35). This would contribute to viral dissemination and later transcriptional changes.

One potential limitation of this study is the small sampling size that is a byproduct arising 

from the challenges associated with performing NHP studies in high containment. Though 

large changes could be detected and described, a more complete analysis of the changes 
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would require additional studies with a similar outcome of disease. Furthermore, we could 

not make any claims about the route of infection and its relationship to the differential onset 

of disease. Though there was a separation of animals based on incubation time, we cannot 

rule out that the Normal or Delayed groups caused a secondary infection in the Late animals 

that eventually caused them to spike a fever. Nevertheless, it is important to emphasize that 

the host response to infection after all infection events (including possible secondary events) 

was highly conserved in the experiment following a predictable pattern. We were unable to 

find an association between exposure route and survival or exposure route and time to onset 

of disease. This may become clearer as additional NHP studies with similar outcomes are 

performed.

Overall, this animal model provided a unique opportunity to study the host response to 

infection with differential onsets of disease and time to death. Also, the combination of 

telemetry, blood chemistry data, and gene expression allowed for an in-depth analysis of the 

exact timings of the host response relative to clinical presentation. This study highlighted 

that once the disease has started, it follows a predictable pattern over time with interferon 

genes being up-regulated early, followed by fever and cytokines, and ultimately the end 

stage of disease with have excessive immune dysregulation. Despite the different onset of 

symptoms between animals, the host response, once started, occurred in approximately the 

same time frame and can be modeled to create predictions of disease progression in the host.

Materials and Methods

Study Design

Twelve healthy adult cynomolgus macaques (Macaca fascicularis), equally distributed by 

sex, were used for this study. All macaques were surgically implanted with T27F-1B 

radiotelemetry devices (Konigsberg Instruments) at least 12 months prior to the start of 

the experiment, and were allowed to fully recover. Surgeries were done under anesthesia 

and, if necessary, with post-operational buprenorphine analgesia to minimize pain.

Animals were randomly assigned to receive a target dose of 100 PFU EBOV/Mak by 

intranasal exposure either by pipette (n=6, Animals 1–6) or by mucosal atomization device 

(MAD, n=6, Animals 7–12). Predefined endpoint euthanasia criteria were used to determine 

endpoints with the total experiment planned to run for 41 days.

Research was conducted under an IACUC-approved animal protocol at the United States 

Army Medical Research Institute of Infectious Diseases (USAMRIID). This protocol 

complied with the Animal Welfare Act, PHS Policy, and other Federal statutes and 

regulations relating to animals and experiments involving animals. The facility where this 

research was conducted is accredited by the Association for Assessment and Accreditation 

of Laboratory Animal Care, International and adheres to principles stated in the Guide for 

the Care and Use of Laboratory Animals, National Research Council, 2011. All experiments 

were conducted in an ABSL-4 laboratory at USAMRIID. Technicians were not blinded to 

method of intranasal delivery

Speranza et al. Page 11

Sci Transl Med. Author manuscript; available in PMC 2023 March 06.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Virus

The virus stock used has been previously described in (15). Briefly, a master stock was 

made from an isolate from serum of a 2014 Sierra Leone fatal human case (SL 3864.1) 

(Gen Bank accession #KR013754.1). The sequence obtained from the clinical specimen 

SL-3864 was identical to 17 other P0 sequences from the outbreak. Eight of those come 

from non-survivors. Thus, the sequence of SL-3864 is identical to the sequence of lethal 

viruses. The stock did not have detectable amounts of contaminates such as mycoplasma, 

endotoxin or adventitious agents based on the assays and techniques used. Particles were 

examined through electron microscopy and determined to have characteristic shapes of 

filoviruses with a uniform diameter of approximately 80 nm.

Challenge

Animals were anesthetized with an intramuscular injection of ketamine prior to challenge. 

The pipette group received 250 μl of virus inoculum in each nare dropwise by pipette. For 

the MAD exposure, the device (Teleflex Medical) was attached to a 1 mL syringe containing 

the virus inoculum. The animals’ heads were tilted so that the nostrils were angled upward. 

Each animal received 0.5 mL of virus inoculum in each nare delivered as a single puff. The 

head remained tilted upwards for 1–2 min following challenge to ensure proper delivery of 

the challenge material. The challenge dose for all animals was determined by neutral red 

plaque assay as previously described (36) was 65 PFU.

In-life study activities

Animals were monitored at least once daily for general health and well-being. Additional 

checks were performed when animals began to display signs of illness. Physical 

examinations and blood collection were performed under anesthesia on day 0 (pre-

challenge), 3, 6, 10, 14, 21, 28, 35, 41 (end of study), and terminally. Euthanasia was 

performed via intracardiac administration of a pentobarbital-based euthanasia solution under 

deep anesthesia when an animal was deemed moribund (37).

Clinical Pathology

Chemistry parameters were evaluated in serum samples using a Piccolo Point-Of-Care 

Analyzer (Abaxis) and Piccolo General Chemistry 13 panel. Hematology was assessed on 

K3 EDTA-treated whole blood using an ADVIA 120 Hematology System (Siemens).

Telemetry Monitoring and Pathophysiological Analysis

The implanted radiotelemetry devices allowed for the continuous monitoring of body 

temperature, aortic pressure (AOP), left ventricular pressure (LVP), heart rate (HR), and 

respiratory rate (RR) throughout the baseline and study periods. The telemetry data were 

captured and analyzed using the Notocord-hem Evolution software platform (Version 4.3, 

Notocord Inc.). Thirty-minute averages of the above listed physiologic parameters were 

calculated for each subject. Telemetry data obtained during the five days prior to challenge 

were used to calculate baseline values, and provided the average and standard deviation (SD) 

of each 30-min time period of a 24-h day. Using the average and SD determinations from 

the baseline physiologic data, values greater or less than 3 SD of the corresponding baseline 
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value were considered significant. Fever was defined as > 1.5°C above and hyperpyrexia was 

defined as > 3.0°C above their corresponding baseline values. The phases of infection were 

defined as the incubation period (time from challenge to onset of sustained fever response 

for more than 2 h), the clinical period (time from onset of sustained fever until onset of 

sustained hypotension, decline in blood pressure for more than 2 h), and terminal period 

(time from onset of sustained hypotension until death or euthanasia).

Viral RNA isolation and RT-qPCR

Freshly collected plasma samples (100 μl) were combined with 300 μl TRIzol LS 

(ThermoFisher Scientific) and then RNA was extracted manually using either the QIAamp 

Viral RNA Mini Kit (Qiagen) or with an EZ1 Advanced XL system using EZ1 Virus 

Mini Kit (Qiagen). Viral genome equivalents per mL (ge/mL) were quantified using an 

EBOV-specific RT-qPCR assay and a synthetic RNA standard curve as previously described 

(38). Alternatively, PFU equivalents per mL (PFUe/mL) were extrapolated from the data 

using an RNA standard curve derived from a viral stock of known infectivity.

RNA isolation from whole blood

Freshly-collected whole blood samples (500 μl) were diluted with an equal volume of 

molecular biology grade water (500 μl), and then combined with 3 ml TRIzol LS. For 

RNA-Sequencing (RNA-Seq) analyses, RNA was isolated from whole blood in TRIzol LS 

using the PureLink RNA Mini Kit (ThermoFisher Scientific) and RNA was evaluated for 

quality on the Agilent 2200 TapeStation. For NanoString analyses, total RNA was isolated 

using the miRNeasy Mini Kit (Qiagen) and then quantified using the Qubit RNA HS Assay 

Kit (ThermoFisher Scientific).

RNA-Sequencing

Libraries were generated on the Sciclone G3 Liquid Handling Robot (PerkinElmer) using 

the TruSeq Stranded Total RNA Library Prep Kit (Illumina). Library quality was evaluated 

on the Agilent 2200 TapeStation 2200 and quantified by qPCR using the KAPA Complete 

(Universal) qPCR kit (Kapa Biosystems) for Illumina libraries. Libraries were diluted to 12 

pM and cluster generation was performed on the Illumina cBot. Libraries were sequenced on 

the HiSeq 2500 using the paired end 2×100 bp, dual-index format.

Nanostring RNA collection and run

Total RNA samples were analyzed using a custom-designed NanoString nCounter gene 

expression codeset targeting 769 NHP genes. For each gene, a single probeset was 

designed with predicted cross-hybridization to homologous genes for cynomolgus macaque 

and rhesus macaque (Macaca mulatta). Probeset-target RNA hybridization reactions were 

performed according to the manufacturer’s protocol. For each hybridization reaction, 100 

ng total RNA was used or any quantity that was present in a 5-μl aliquot of purified 

RNA if less than 100 ng. Purified probeset-target RNA complexes from each reaction were 

processed and immobilized on nCounter Cartridges using an nCounter MAX Prep Station 

and transcripts were quantified on the Digital Analyzer (GEN 2).
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RNA-Seq data processing

Raw sequencing reads were trimmed on the edges for low quality reads and filtered using 

the FASTX-Toolkit v0.0.14. Paired reads were then aligned to the cynomolgus macaque 

genome v5.0 (39) using Bowtie2 v2.2.6 (40) and Tophat v2.1.0 (41) with default alignment 

parameters. Finally, count tables were generated using HTSeq Count v0.5.4 (42) and Python 

v2.7.3. Counts were generated using an alignment to a gene and parameter --stranded set to 

no.

Count tables were then read into R v3.2.2. Data normalization was performed with the rlog 

function of DESeq2 (43). Genes were filtered to only include genes whose median count 

was greater than 1. RNA-Seq samples were filtered if the number of aligned reads was 

less than one million mapped reads to genes or if they were determined to be outliers by 

principal components analysis (PCA). In total, 6 samples were classified as outliers and 

were not included in the analysis. Finally, differential gene expression analysis was done 

through DESeq2 and statistical significance was determined if the absolute log fold-change 

was greater than 1 and the Benjamini-Hochberg (BH) corrected p-value was less than 0.05.

Human datasets were collected from BioProject PRJNA352396 and processed according 

to (19). The data was read into R using DESeq2 to generate a fold-change table. Gene 

conversion between human Ensembl IDs and macaque gene names was done with Ensembl 

Biomart (44).

NanoString Data Processing

NanoString raw counts were compiled into a single counts table. Normalization of the 

counts was done using a standard method. First a global background was calculated using 

the mean plus 2 standard deviations of the negative controls. Then normalization to internal 

positive controls was performed to adjust for system variation between lanes. This was 

achieved by first calculating the positive control factor that was the mean of the geometric 

means of the positive controls of the different lanes. A normalization factor was calculated 

for each lane by dividing the positive control factor by the geometric mean of each lane. 

This value was used as a multiplier for each lane’s count values.

To determine genes that would perform as good input normalization factors, we first filtered 

all the genes to include only those whose count values were above the global background in 

all samples. We then applied the NormFinder R package (45) on these genes to determine 

which were most stable in the data set. The top 5 most stable genes were utilized for 

reference gene normalization across the samples to control for input variation of the amount 

of RNA. This was done similarly to the positive control normalization.

Differential expression analysis of the NanoString data was performed using a one-way 

ANOVA test on each gene for the different conditions. This was achieved through the lm 

function in R. P-values were adjusted with a BH correction.

Statistical Analysis and Gene Set Analysis

PCA was performed using the stats package prcomp function in R. Clustering was 

determined by k-means clustering with the cluster package (46) pam function in R. 
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Significant blood chemistry data was determined with a one-way ANOVA test. Significance 

was determined by a p-value < 0.05. All p-value adjustments were done with a BH 

correction using the p.adjust function in the stats package. Gene set analysis was done using 

a Fisher’s exact test on a pre-defined gene set using standard cutoffs for the differential 

expression analysis (p-adjusted < 0.05 and absolute log fold-change > 1). Pathway analysis 

was done using IPA (Ingenuity Pathways Analysis) knowledge base. Interferon type 

determination was done using the interferome knowledge base (25). Statistical significance 

was determined with a hypergeometric test to determine if the overlap of interferon response 

type was significant.

Clustering of the samples based on time to death was determined by k-means clustering in 

R. To determine if clustering was significant, 10000 iterations of k-means clustering was 

performed on the time-to-death data. This was compared to 10000 iterations of randomly 

shuffling the animals’ times-to-death.

To determine a logistic model fit to the data, we first converted all the days post-infection 

into a time point relative to the group mean incubation time. Thus, 0 represents when that 

group ended the incubation time, which was characterized by a sustained fever of greater 

than 1.5 °C change. For the fitting, the day 3 post-exposure time point was not included 

since it exhibited early cytokine expression. Also, the non-responder animals were not 

included since they did not develop disease. The R stats package was used with the function 

nls and the following formula for the fit.

Expression = a
1 + e− b + c∗time

Starting parameters were determined as follows: a = log fold change at the end of the 

timecourse, b = slope of a linear model fit, c = intercept of a linear model fit. A deviance 

cutoff of 20 was used to determine if the data fit the model well (Supplemental Figure 6).

Plotting of the data was done in GraphPad Prism v.5 and ggplot2.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: Overview of the separation of animals and analysis performed.
(A) Table showing the different animals (rows) and the different days post-

exposure(columns). White square signifies the animal was not PCR-positive at that time 

point, blue indicates they were PCR positive, and greys means that the PCR results were 

below the limit of quantification. The number of plus signs in the grey boxes represents 

the number of PCR replicates that were positive. (B) Comparison of the 4 groups and 

their survival curves. The x-axis is the days post-exposure and the y-axis is the percent 

survival. The green line is the Normal group (NHP 1,2,12), blue is the Delayed group (NHP 

3,5,8,10), red is the Late group (NHP 4,6,9) and black is the No Response (NHP 7,11). 

(C) Overview of the RNA quantification analysis performed on the animals. The x-axis is 
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the days post-exposure and the y-axis is the different animals organized by outcome groups 

(Group 1: green, Group 2: blue, Group 3: red)
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Figure 2: Blood chemistry data for animals over time.
(A) Blood urea nitrogen (BUN) (B) creatinine (CRE) (C) calcium (CA) (D) 
gamma-glutamyl transferase (GGT) (E) alanine aminotransferase (ALT) (F) aspartate 

aminotransferase (AST) (G) alkaline phosphatase (ALP). Group 1 (green), Group 2 (blue), 

Group 3 (red), and Group 4 (black)
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Figure 3: Comparison of leading pathways and upstream regulators.
Overview of the most strongly differentially regulated pathways in the viremic animals. (A) 

Overview of the samples analyzed (large circles) which were symptomatic (red circles) with 

the number of biological replicates denoted in the circles. (B) Significantly differentially 

regulated pathways. Heatmap is clustered on pathways (rows) (dendogram of clustering no 

shown). The darker purple indicates a strong up-regulation of the pathways (positive z-score) 

and the green means down-regulation of the pathways (negative z-score). The p-values 

represent if there is a significant number of genes in the pathway that are differentially 
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expressed as determined by IPA though a Fischer’s Exact test. * < 0.05, ** < 10−3, and *** 

< 10−6. (C) Up-stream regulators from IPA. Purple denotes up-regulation and green denotes 

down-regulation (log fold change). (D) Breakdown of the interferon response to the type of 

interferon responsive genes. The x-axis is the specific types (Uniquely Type I, II, III) and 

overlap between the different responses. The red bars are samples from the Normal group, 

green are from Delayed, and blue is from Late. The different patterns correspond to different 

days post-exposure.
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Figure 4: Late state cytokine response conservation.
Analysis of the conservation of the cytokine response. A) Correlation plot using only the 

cytokine genes. The rows and columns are the same and represent a single group at a 

single time point. The dendogram is colored based on a k-means clustering with 2 centers. 

The first color bar at the top shows the groups (green = Normal, blue = Delayed, red = 

Late). The second color bar indicates when the groups become symptomatic with orange for 

symptomatic and purple for those animals still in the incubation period. (B) Venn diagram of 
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cluster 2 samples with cytokine genes that are differentially expressed. Spots lacking a value 

indicate 0 genes.
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Figure 5: Early and modest immune response at day 3 post-exposure in Delayed animals.
Analysis of the NanoString samples with only the genes identified as being up-regulated at 

an early time point (day 3 post-exposure Delayed). (A) MA plot of the 178 up-regulated 

genes at day 3 post-exposure in Delayed animals. Each point represents a gene. The x-axis is 

the log2 of the base mean counts and the y-axis is the log2 fold change relative to day 0. (B) 

MA plot for the same genes at day 6 post-exposure. (C) PCA of the 178 up-regulated genes 

across all samples. K-means clustering was performed on all principal components with k = 

3 to determine the clustering. The PCA plot is showing the first two principal components. 

The colors represent the different clusters.
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Figure 6: Analysis of the pre-viremic ISG response.
(A) Analysis of the onset of the ISG response. Large circles represent samples that were 

used in the analysis with red denoting symptomatic samples. The numbers indicate how 

many samples were used. (B) Comparison of the onset of viremia to induction of the group 

of ISGs. The days post-exposure are on the x-axis. The left y-axis is the PCR values (black 

line) and the right is the number of genes annotated as ISGs that are up-regulated (blue line). 

(C) Similar plot for the Delayed animals, (D) Late animals, and (E) No response animals.
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Figure 7: Correlation of NHP and human ISGs.
Analysis of the fold induction correlation with regard to the ISG response in NHPs to 

human fatalities. (A) Correlation plot of all ISGs that are identified as being differentially 

regulated at any time point in the NHP dataset. The x-axis is the log2 fold change for the 

Normal animals at day 6 post-exposure and the y axis is the log to fold change for the 

Delayed animals at day 10 post-exposure (red points and line) or the Late animals at day 21 

post-exposure (blue points and line). The lines are linear fits. (B) Correlation of the human 

fatal cases (log2 fold change compared to controls) on the x-axis and the fold change of 

the Late group (log2 fold change compared to controls) at day 21 post-exposure. The line 

represents a linear fit of the data. (C) Correlation plot similar to B but with only the early 

ISGs shown. D) table of the genes in C with their comparison of the log2 fold change in 

humans and NHPs. Reported p-values are from a correlation test.
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Figure 8: Host response to infection modeled relative to fever onset.
Alignment and modeling of gene expression across the four NHP groups. (A) Example 

gene (ISG15) expression (log2 fold change, y-axis) in the NanoString dataset relative to day 

post-exposure (x-axis). (B) Expression of the same example gene (log2 fold change, y-axis) 

relative to the onset of a fever (0) on the y-axis. Green line is the Normal animals, blue is 

the Delayed animals, and red is the Late animals. (C) Logistic model fit for the expression 

of ISG15 relative to the onset of fever. The points are the mean log2 fold change for a group 

at its time relative to fever onset and the solid line is the model fit for the fold change. (D) 

Comparison of the early ISG expression (black lines) logistic model fit relative to the onset 

of fever (x-axis) to many cytokine genes (red lines). The dashed line is for a reference of 

when the genes expression crosses the threshold of a log2 fold change > 2.
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Table 1.

Comparison of the ISG response, quantifiable viremia, and fever.

Group ISG+ PCR+ Fever (DPI)

Normal 6 DPI 6 DPI 7.1 ± 0.99

Delayed 6 DPI 10 DPI 9.46 ± 0.06

Late 14 DPI 21 DPI 19 ± 0.74

No Response N/A N/A N/A
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