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Abstract
Objective: Self-reported energy intake (EI) estimation may incur systematic errors
that could be attenuated through biomarker calibration. We aimed to confirm
whether calibrated EI was comparable to total energy expenditure (TEE)measured
using the doubly labelled water (DLW) technique.
Design: Cross-sectional study.
Setting: General older population from the Kyoto–Kameoka Study, Japan.
Participants: This study included sub- and main cohorts of 72 and 8058 partici-
pants aged≥ 65 years, respectively. EI was evaluated using a validated FFQ,
and calibrated EI was obtained using a previously developed equation based
on the DLW method. TEE was considered representative of true EI and also
measured using the DLW method. We used a Wilcoxon signed-rank test and cor-
relation analysis to compare the uncalibrated and calibrated EI with TEE.
Results: In the sub-cohort, the median TEE, uncalibrated EI and calibrated EI were
8559 kJ, 7088 kJ and 9269 kJ, respectively. The uncalibrated EI was significantly
lower than the TEE (median difference = –1847 kJ; interquartile range (IQR):
–2785 to –1096), although the calibrated EI was not (median difference= 463 kJ;
IQR: –330 to 1541). The uncalibrated (r= 0·275) and calibrated EI (r= 0·517) signifi-
cantly correlated with TEE. The reproducibility was higher for calibrated EI (inter-
class correlation coefficient (ICC)= 0·982) than for uncalibrated EI (ICC= 0·637).
Similar findings were observed when stratifying the sample by sex. For medians,
uncalibrated EI was lower (about 17%) than calibrated EI in the main cohort.
Conclusions: Biomarker calibration may improve the accuracy of self-reported
dietary intake estimation.
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Diet–disease relationships in nutritional epidemiological
studies are dependent on the accuracy of the dietary survey
results obtained. Epidemiological studies usually use FFQ,
dietary records (DR) or 24-h dietary recalls to assess partic-
ipants’ habitual dietary habits(1–3). However, dietary assess-
ment methods relying on self-reported data are known for

inaccuracies related to the collection and analysis of
individuals’ dietary intake information(1,4–7).

Total energy expenditure (TEE) measured using the
doubly labelled water (DLW) method is considered an
objective biomarker of energy intake (EI) and the gold
standard for its estimation in individuals with stable body
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weight(1,4–10). Previous evidence indicates that compared
to TEE determined using the DLW method, DR and 24-h
dietary recall underestimate EI by approximately 10–
20 %, and FFQ underestimate EI by approximately 20–
30 %(6,7). Moreover, underestimation of EI is associated
with individual characteristics; data from national surveys
demonstrate that age, sex and BMI are associated with
underreporting or overreporting of EI in both the USA(11)

and Japan(12). Thus, it is difficult to accurately evaluate
the EI from self-administered FFQ because of the system-
atic errors incurred due to participants’ characteristics.

The Strengthening the Reporting of Observational
Studies in Epidemiology – Nutritional Epidemiology
(STROBE-nut) guidelines recommend using biomarkers
to estimate dietary intake(13). Neuhouser et al. reported a
new approach involving the use of biomarkers to calibrate
systematic errors in EI estimated from self-administered
FFQ(5). Calibrated EI, as opposed to non-calibrated EI, is
associatedwith a substantially increased risk of diabetes(14).
Therefore, diet–disease associations determined without
calibration of self-reported measurement errors should
be considered with caution, and information regarding
EI imbalance could be useful for disease prevention.
To calibrate variables, such as age, sex and weight status,
that are associated with misreporting(11,12), we previously
developed an equation for EI estimated from an FFQ using
the DLW method in Japanese older adults(7). Although this
approach may be unable to completely prevent systematic
errors, it could lower the systematic errors that occur with
self-reported dietary assessment methods to a reasonable
level, through regression-based calibration. Moreover,
it is important to consider the required sample size for
accurate EI estimates(2). However, to our knowledge, the
efficacy of the calibration approach for the sample size
required for accurate EI estimation has not been evaluated
thoroughly. In the present study, we aimed to: (1) evaluate
whether the EI estimation is comparable to the TEE mea-
sured using the DLW method; (2) to compare the required
sample size for accurate EI estimates with and without the
calibration approach and (3) compare the uncalibrated
and calibrated EI in a large cohort of older adults. We
hypothesised that the biomarker calibration approach
would improve the accuracy and precision of self-reported
EI. The results of this study could help address the biases
incurred with self-reporting in dietary assessment methods.

Methods

Study population
The Kyoto–Kameoka Study is a cohort study of older
adults aged≥65 years living in Kameoka City, Kyoto
Prefecture, Japan. The study details have been explained
elsewhere(2,7,15–17). In brief, the cohort participants
undertook an FFQ under the Health and Nutrition Status
Survey on 14 February 2012(17). The questionnaires were

collected by mail and valid responses were received from
8319 participants. Health-related information, including
medical history, socio-economic status, smoking habits,
height and body weight, was extracted from the mail
surveys(17). Of the 8319 respondents, those who self-
reported that they needed long-term care (n 136), those
with missing data for BMI (n 39) and those for whom esti-
mated EI based on the FFQ was more than three standard
deviations higher or lower than themean value for their sex
(n 86) were excluded from the analyses(15). The remainder
(n 8058) were included in the study as the main cohort.

From the main cohort, 147 individuals were re-assessed
in May–June 2012 for DLWmeasurement. The details have
been explained elsewhere(2,7). Using their data, we previ-
ously developed an equation for DLW-calibrated EI(7). Of
this sub-cohort, 72 individuals underwent the second
assessment for DLW measurement in August 2012. Thus,
the sub-cohort comprised 72 individuals. This study was
conducted in compliance with the STROBE-nut criteria(13).

Energy intake assessment
The EI was assessed using an FFQ(18,19), which has been
previously validated for middle-aged(20) and older
adults(2,7). We determined the participants’ average yearly
food intake by requesting them to report the frequency at
which they consumed the forty-seven food and beverage
items included in the FFQ. Fixed portion sizes for each
sex were derived from 1-d weighted DR(19). EI was
calculated using the programme developed based on the
Standard Tables of Food Composition in Japan(21).
Spearman’s rank correlation coefficient between the EI
derived from the FFQ and those derived from the DR were
0·19 for men and 0·40 for women(2). The EI estimated from
FFQ were 10–13 % lower than those estimated from DR for
bothmen andwomen(2). To confirm the reproducibility, we
compared the participants’ EI through another round of
FFQ in 14 February 2012 and August 2012.

Calculation of calibrated energy intake
The calibrated EI was calculated using a previously devel-
oped equation(7) aimed at attenuating the systematic errors
derived from some variables. The EI (estimated using FFQ
data) was calibrated via a stepwise multiple regression
model using TEE (measured using the DLW technique)
as the dependent variable. Age, sex, BMI and EI estimated
using FFQ data were included in the model as significant
independent variables. The determinant coefficient (R2)
of the linear regression analysis was 0·36(7). The models
followed the following equation:

C ¼ β0 þ β1 age1 1 if � 75 years; 0 if < 75 yearsð Þ
þ β2 sex2 1 if female; 0 if maleð Þ þ β3 BMI3 þ β4 EI4

In the above equation, C is the calibrated EI. The intercept
(β0) was 1384·92 kcal (5795 kJ) in this FFQ. For binary
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variables, –166·98 kcal (–699 kJ) was the coefficient (β1)
for age and – 354·72 kcal (–1484 kJ) was the coefficient
(β2) for sex. For continuous variables, the coefficient for
BMI (β3) was 25·55 kcal (107 kJ/kg/m2) and that for EI
(β4) was 0·24 kcal (1 kJ). This each coefficient was multi-
plied by a value for the age (1 if≥ 75 years, 0 if < 75 years),
sex (1 if female, 0 if male), BMI (continuous) and EI (con-
tinuous), and all of the values were summed to obtain a
calibrated EI.

BMI was calculated by dividing the self-reported body
weight (kg) by the square of the height (m). We previously
reported that self-reported BMI did not differ from
measured BMI (mean difference: 0·4 kg/m2 in men and
0·5 kg/m2 in women) in this cohort; the Pearson’s correla-
tion coefficient between BMI derived from self-report
and those derived from measurement was 0·916 in men
and 0·912 in women(16). In addition, the interclass correla-
tion coefficient (ICC) as a measure of the reproducibility
of self-reported BMI was 0·910 for men and 0·888 for
women(16).

Doubly labelled water
TEE was measured using the DLW method over
approximately 2 weeks during May–June 2012 and
August 2012. The details have been explained
elsewhere(7,22). In brief, we collected the participants’ urine
samples before they drank DLW on the morning of
day 0 (baseline). Thereafter, the participants drank water
containing a premixed dose of 0·12 g/kg estimated total
body water of 2H2O (99·9 atom %, Taiyo Nippon Sanso,
Tokyo, Japan) and 2·5 g/kg estimated total body water of
H2

18O (10·0 atom %, Taiyo Nippon Sanso, Tokyo,
Japan). The urine samples were collected on the morning
of days 1, 2, 8, 9, 15 and 16. Concentration of 18O (No) and
2H (Nd) in the urine samples was measured using isotope
ratio MS (Hydra 20-20 Stable Isotope Mass Spectrometers;
SerCon Ltd, Crewe, UK). The No and Nd dilution spaces
were determined by dividing the dose of the administered
tracer (as moles of 2H- or 18O-water) using the intercept
method at baseline and on days 1, 2, 8, 9, 15 and 16.
TEE was calculated using the modified Weir’s equation
using the carbon dioxide production rate (rCO2 (mol/d))
and 24-h estimated RER(23). The rCO2 (mol/d) was
calculated using the rates of 18O and 2H elimination
per d. The RER used for TEE calculation was set at
0·86 for all participants based on previous observations(24).
We assumed perfect nourishment balance conditions,
which determine that the food quotient has to be equal
to the RER(25).

Statistical analysis
Descriptive statistics for categorical variables are expressed
as numbers of individuals and percentages. The variables
for missing values were supplemented through multivari-
ate imputation from five data sets using the R multivariate

imputation by chained equation package(26). All missing
values were assumed to be missing at random.

We examined the data for distribution and normality
(skewness and kurtosis). The large main cohort data were
normally distributed, according to a Jarque–Bera test,
and the small sub-cohort data were non-normally
distributed, according to a Shapiro–Wilk test (see online
Supplemental Fig. 1). To display these variables consis-
tently, the variables such as EI and TEE are shown as
median with interquartile range (IQR).

To evaluate the accuracy of the median EI, we used the
Wilcoxon signed-rank test to compare the TEE measured
by DLW and the uncalibrated and calibrated EI. The
ranking of an individual’s EI was evaluated using
Spearman’s rank correlation analysis between the TEE
and uncalibrated and calibrated EI. Deattenuated correla-
tion coefficients were calculated using Willett’s equation
to correct within-person variation in the DLW method that
was performed twice (May–June and August 2012)(3).
Using the previously established equation(27), we were
compared the equivalence of validity of the EI by the
correlation coefficients between the uncalibrated and
calibrated EI estimated using FFQ data against the TEE.
We evaluated the reproducibility of the EI estimated from
the FFQ obtained twice using the ICC.

We validated the group and individual mean uncali-
brated and calibrated EI, estimated using FFQ data, by
using previously reported equations(2). These equations
used within-person variance, between-person variance
and a ratio of within-person to between-person variance
to estimate the required sample size and the appropriate
number of survey repetitions. These analyses were also
performed after stratifying the sample by sex(2).

In the main cohort, we compared the uncalibrated and
calibrated EI and the EI/predicted BMR (pBMR) using the
Wilcoxon signed-rank test. The pBMR was estimated
using the equation by Ganpule et al. for Japanese indi-
viduals(28) given that, in a comparison of several different
equations for calculating pBMR, this equation provided
the best results(29). EI is predicted to exhibit a negative
correlation with age and a positive correlation with
BMI and body weight(30). We compared the associations
of calibrated and uncalibrated EI with age, body weight
and BMI.

For all statistical analyses, the two-sided level of signifi-
cance was 5 %. All analyses were conducted using JMP
Pro for Windows (SAS Institute Inc.) and/or R software
3.4.3 (R Core Team).

Results

Table 1 shows the participants’ characteristics stratified by
sex in the cohort. The participants of the sub-cohort, for
whom TEE was measured using DLW, tended to be male,
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alcohol drinkers, and have attained higher education
than the remainder of the main cohort; however, these
differences were minor.

Table 2 shows the comparison of TEE, measured
using DLW, and uncalibrated and calibrated EI, assessed
using FFQ data. Among all participants, the median TEE,
uncalibrated EI and calibrated EI were 8559 kJ, 7088 kJ
and 9269 kJ, respectively. The uncalibrated EI was signifi-
cantly lower than the TEE (median difference = –1847 kJ;
IQR: –2785 to –1096), but the calibrated EI (median differ-
ence = 463 kJ; IQR: –330 to 1541) was comparable to the
TEE. Similar findings were observed when stratifying the
sample by age, sex and BMI, with more marked results
for men, individuals aged< 75 years, and for those with
a BMI of ≥ 25 kg/m2. The uncalibrated (crude: r= 0·275;
deattenuated: r= 0·306) and calibrated EI (crude: r= 0·517;
deattenuated: r= 0·576) significantly correlated with the
TEE measured using DLW. Moreover, Meng’s Z-test com-
parison revealed a significant difference in the correlation
coefficient between uncalibrated and calibrated EI, esti-
mated using FFQ data, against the TEE. The reproducibility
(ICC) of the TEE measured using DLW was 0·619 (see
online Supplemental Table 1), and it was higher for the
calibrated EI (ICC= 0·982) than for the uncalibrated EI
(ICC= 0·637; Table 3).

Table 4 shows the sample size and number of survey
repetitions required for uncalibrated and calibrated EI
stratified by sex. To estimate a group’s ‘true’ mean

uncalibrated and calibrated EI using FFQ data within a
95 % CI with 0·5 % deviation, 13 327 and 1972 participants
were needed, respectively. For uncalibrated and calibrated
EI, the FFQ needed to be repeated four times and once,
respectively, to obtain a correlation coefficient (r) of 0·95
between an individual’s measured value and their ‘true’
unmeasured mean EI. These differences did not greatly
differ when the sample was stratified by sex.

We compared the calibrated and uncalibrated EI in the
main cohort (Table 5). Among all participants, the median
EI with and without calibration was 8756 kJ/d (IQR: 7973 to
9939) and 7222 kJ/d (IQR: 6219 to 8451), respectively
(median difference = −1525 kJ (IQR:−2336 to−720);
P < 0·01). Similar findings were observed when the sample
was stratified by age, sex and BMI, with more marked
results for BMI (<18·5 kg/m2: median difference = −829
kJ(IQR:−1547 to−179); 18·5–24·9 kg/m2: median differ-
ence = −1459 kJ (IQR:−2193 to−689);≥25 kg/m2: median
difference = −2148 kJ (IQR:−3010 to −1309); P< 0·01).
Although it was confirmed that the main cohort data
were normally distributed, these results were similar to
those of paired t test as a parametric statistic (see online
Supplemental Table 2). These results were similar for
EI/pBMR (see online Supplemental Table 3). Moreover,
calibrated EI significantly correlated with age (r=−0·296),
body weight (r= 0·707) and BMI (r= 0·367), but no corre-
lation with these variables was evident for uncalibrated EI
(see online Supplemental Table 4).

Table 1 Comparison of the characteristics of the participants included in the main and sub-cohorts stratified by sex

Main cohort* Sub-cohort

All participants
(n 8058)

Women
(n 4269) Men (n 3789)

All
participants

(n 72)
Women
(n 31) Men (n 41)

n % n % n % n % n % n %

Age (years)
65–74 4935 61·2 2542 59·5 2393 63·2 47 65·3 21 67·7 26 63·4
≥75 3123 38·8 1727 40·5 1396 36·8 25 34·7 10 32·3 15 36·6

Local area 3692 45·8 1963 46·0 1729 45·6 25 34·7 7 22·6 18 43·9
BMI (kg/m2)†
<18·5 623 7·7 443 10·4 180 4·8 7 9·7 3 9·7 4 9·8
18·5–24·9 5906 73·3 3061 71·7 2845 75·1 45 62·5 19 61·3 26 63·4
≥25 1529 19·0 765 17·9 764 20·1 20 27·8 9 29·0 11 26·8

Current smoker 857 10·6 152 3·6 705 18·6 6 8·3 1 3·2 5 12·2
Alcohol drinker 5252 65·2 2004 46·9 3248 85·7 56 77·8 17 54·8 39 95·1
Living alone 933 11·6 692 16·2 241 6·4 7 9·7 5 16·1 2 4·9
HSES 2767 34·3 1483 34·7 1284 33·9 25 34·7 10 32·3 15 36·6
Education≥ 13 years 1744 21·6 692 16·2 1052 27·8 22 30·6 7 22·6 15 36·6
Denture use 4941 61·3 2659 62·3 2282 60·2 39 54·2 17 54·8 22 53·7
No medication 1818 22·6 916 21·5 902 23·8 21 29·2 5 16·1 16 39·0
Hypertension 3031 37·6 1635 38·3 1396 36·8 22 30·6 9 29·0 13 31·7
Diabetes 809 10·0 315 7·4 494 13·0 9 12·5 3 9·7 6 14·6
Hyperlipidemia 767 9·5 506 11·9 261 6·9 13 13·1 7 22·6 6 14·6

HSES, high socio-economic status.
*Missing values were supplemented using the multivariate imputation method: smoking status (n 366; 4·5%), alcohol drinker (n 312; 3·9%), family structure (n 626; 7·8%),
socio-economic status (n 389; 4·8%), education attainment (n 939; 11·7%), denture use (n 220; 2·7%) and medications (n 648; 8·0%).
†BMI was calculated as body weight (kg) divided by height squared (m2).
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Table 2 Validation of uncalibrated and calibrated energy intake against TEE measured using the DLW method

TEE (kJ/d)† Energy intake (kJ/d)† Difference against DLW (kJ/d)‡

CC by DLW§

P-value||

Uncalibrated Calibrated

DLW Uncalibrated Calibrated Uncalibrated Calibrated Crude Deattenuated Crude Deattenuated

Median IQR Median IQR Median IQR Median IQR Median IQR r r r r

Total (n 72) 8559 7466–10 118 7088 6308–8003 9269 8249–10 060 −1847 −2785–-1096* 463 −330–1541 0·275* 0·306* 0·517* 0·576* 0·016
Sex
Women (n 31) 7742 6389–8859 6541 5977–7053 8173 7563–8504 −1569 −2168–-1064* 722 −695–1390 0·115 0·130* 0·340* 0·383* 0·217
Men (n 41) 9489 8401–10 433 7837 6996–8420 9900 9469–10 267 −2197 −2954–-1453* 285 −218–1691 0·246 0·277* 0·469* 0·528* 0·049

Age (years)
<75 (n 47) 8815 7046–10 185 6928 6015–7642 9132 8301–10 099 −2168 −2954–-1489* 609 −227–1384 0·284 0·310* 0·598* 0·652* 0·014
≥75 (n 25) 8401 7732–9619 7837 6726–8895 9360 7921–9797 −1193 −2140–-516 310 −392–1723 0·168 0·191* 0·333* 0·377* 0·290

BMI (kg/m2)
<18·5 (n 7) 6728 6370–8438 7533 6128–8913 9203 7521–9673 −1353 −1707–-289 1295 764–2929 0·464 0·526* 0·821* 0·931* 0·076
18·5–24·9 (n 45) 9288 7439–10 306 6996 6496–7897 8987 8189–10 099 −1846 −2863–-1097* 77 −1030–1067 0·213 0·237* 0·475* 0·529* 0·016
≥25 (n 20) 8093 7795–9109 7147 6077–7983 9462 8650–9978 −2154 −2770–-1528* 942 108–1716 0·291 0·326* 0·541* 0·605* 0·049

CC, correlation coefficient; DLW, doubly labelled water; IQR, interquartile range; TEE, total energy expenditure.
*Indicates statistical significance (P< 0 05).
†The variables are shown as median (IQR).
‡The values are shown as median difference (IQR). Statistical analysis was conducted by using a Wilcoxon signed-rank test.
§The values are shown as Spearman’s rank correlation coefficient. Deattenuated correlation coefficients were calculated using Willett’s equation(3) to correct within-person variation in the twice-performed DLWmethod in May–June and August
2012. The deattenuated correlation was calculated according to the following: rc = ro (1 þ (S2

w/S2
b)n)0.5; rc, corrected correlation coefficient; ro, observed correlation coefficient; S2

w, within-person variance; S2
b, between-person variance;

n, number of replicates per person. Details of the within- and between-person variations used in this calculation are provided in Supplemental Table 1.
||To compare the ranking of an individual’s energy intake between uncalibrated and calibrated estimates determined from FFQ data, we used the Meng et al. equation(27). If the results presented significant differences, these relationships were
interpreted as not being equivalent.
Energy intake conversion factor: 1 kJ = 0.239 kcal.
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Table 3 Reproducibility of uncalibrated and calibrated energy intake estimated using FFQ data assessed twice

Uncalibrated energy intake (kJ/d)

ICC§

Calibrated energy intake (kJ/d)

ICC§

First† Second† Difference‡ First† Second† Difference‡

Median IQR Median IQR Median IQR Median IQR Median IQR Median IQR

Total (n 72) 7200 6300–8705 7088 6308–8003 0 −383–1190 0·637* 9182 8238–9954 9269 8249–10 060 −35 −81–24 0·982*
Sex
Women (n 31) 6423 5994–6883 6541 5977–7053 −1 −861–485 0·492* 8144 7758–8469 8173 7563–8504 −18 −78–68 0·921*
Men (n 41) 8188 7347–9367 7837 6996–8420 157 −85–1569 0·639* 9852 9417–10 257 9900 9469–10 267 −47 −87–12 0·945*

Age (years)
<75 (n 47) 6658 5894–8433 6928 6015–7642 0 −465–1341 0·549* 9077 8433–10 052 9132 8301–10 099 −29 −81–17 0·988*
≥75 (n 25) 7817 6883–9348 7837 6726–8895 316 −19–1106 0·635* 9195 7981–9815 9360 7921–9797 −47 −87–53 0·943*

BMI (kg/m2)
<18·5 (n 7) 7704 5977–8707 7533 6128–8913 −1 −465–670 0·893* 9169 7482–9742 9203 7521–9673 −18 −90–13 0·929*
18·5–24·9 (n 45) 7105 6407–8855 6996 6496–7897 0 −330–1569 0·874* 9057 8189–10 075 8987 8189–10 099 −29 −81–31 0·991*
≥25 (n 20) 7151 6001–8143 7147 6077–7983 0 −170–487 0·874* 9399 8643–9899 9462 8650–9978 −52 −81–7 0·991*

ICC, intraclass correlation coefficient; IQR, interquartile range.
*Statistical significance (P< 0·05).
†First and second surveys were conducted on 14 February 2012 and August 2012, respectively. The variables are shown as median (IQR).
‡The values are shown as median difference (IQR). Statistical analysis was conducted using a Wilcoxon signed-rank test.
§Intraclass correlation coefficients were analysed using Pearson’s correlation analysis.
Energy intake conversion factor: 1 kJ = 0·239 kcal.
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Discussion

These results underscore the importance of biomarker
calibration methods in nutritional epidemiological research.
When compared to TEE measured using the DLW method,
our results indicated that calibrated EI was more accurate
and precise than uncalibrated EI. Additionally, we observed

that the calibration approach substantially improved sample
size and the number of survey repetitions required for EI
stratified by sex, which was not considered in the previous
study(5). Moreover, the uncalibrated EI derived from FFQ
data was lower (about 17%) than the calibrated EI in the
main cohort. To the best of our knowledge, this is the
first study to demonstrate that the calibration approach using

Table 4 The sample size and frequency of surveys required for uncalibrated and calibrated energy intake estimation stratified by sex

Uncalibrated EI Calibrated EI

Total (n 72) Women (n 31) Men (n 41) Total (n 72) Women (n 31) Men (n 41)

CVw (%)* 12·6 9·1 15·2 0·9 1·0 0·7
CVb (%)* 26·6 16·2 28·4 11·3 6·6 5·6
VR 0·47 0·56 0·54 0·08 0·15 0·13
Required group size†
Specified % deviation
0·5 13 327 5320 15 938 1972 682 498
1·0 3332 1330 3985 493 170 125
2·5 533 213 638 79 27 20
5·0 133 53 159 20 7 5

Required measurements‡
Specified CC
0·80 1 1 1 1 1 1
0·85 1 1 1 1 1 1
0·90 2 2 2 1 1 1
0·95 4 5 5 1 1 1

Required measurements§
Specified % deviation
1·0 608 319 888 3 4 2
1·5 270 142 395 1 2 1
2·0 152 80 222 1 1 1
2·5 97 51 142 1 1 1

CC, correlation coefficient; CVb, coefficient of between-person variation; CVw, coefficient of within-person variation; EI, energy intake; VR, within-person/between-person
variance ratio.
*The within-person variance (CVw) and between-person variance (CVb) for EI were calculated using ANOVA.
†The group size= 1.962×[(CVb

2þCVw
2)/D0

2] was required to estimate a group’s ‘true’mean EI within a 95% CI with a specified % deviation (D0). All values represent group
sizes.
‡The number of dietary survey repetitions (ND1) = [r2/(1− r2)]×VR was required to obtain a specified CC between an individual’s estimated and unestimated ‘true’ mean EI,
where r is the specified CC and an index of confidence related to an individual’s classification or ranking within a population. All values represent numbers of measurements.
§The number of dietary survey repetitions (ND2) = (1.96 ×CVw/D1)2 required to estimate an individual’s ‘true’ mean EI within a 95% CI with a specified % deviation (D1).
All values represent numbers of measurements.

Table 5 Comparison of calibrated and uncalibrated energy intakes in main cohort

Energy intake (kJ/d)† Difference‡

Uncalibrated Calibrated Absolute (kJ/d) Relative (%)

Median IQR Median IQR Median IQR Median IQR

Total (n 8058) 7222 6219–8451 8756 7973–9939 −1525 −2336–-720* −17·4 −26·2–-8·3*
Sex
Women (n 4269) 6554 5890–7324 8018 7576–8406 −1420 −2097–-718* −17·7 −26·0–-9·1*
Men (n 3789) 8234 7236–9409 9987 9538–10 397 −1692 −2611–-727* −17·0 −26·3–-7·2*

Age (years)
<75 (n 4935) 7207 6210–8418 9048 8262–10 198 −1824 −2584–-1102* −20·2 −28·4–-11·9*
≥75 (n 3123) 7256 6233–8521 8160 7490–9460 −1020 −1773–-288* −12·2 −21·0–-3·3*

BMI (kg/m2)
<18·5 (n 623) 6877 6109–7913 7711 7160–8694 −829 −1547–-179* −10·6 −19·5–-2·4*
18·5–24·9 (n 5906) 7287 6277–8529 8674 7967–9914 −1459 −2193–-689* −16·6 −24·9–-7·9*
≥25 (n 1529) 7124 6079–8391 9371 8554–10 367 −2148 −3010–-1309* −23·3 −32·1–-14·2*

IQR, interquartile range.
*Indicates statistical significance (P< 0·05).
†Values are expressed as median (IQR).
‡To compare the uncalibrated and calibrated energy intake, statistical analysis was conducted using a Wilcoxon signed-rank test.
Energy intake conversion factor: 1 kJ= 0·239 kcal.
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a biomarker improves not only the systematic errors of
self-reported EI but also sample size and the number of
survey repetitions required for EI estimation. Therefore,
these results may provide useful insights into the effective
approach for improving statistical power to detect and verify
diet–disease associations in cohort studies using an FFQ
where sample size cannot be increased for a variety of
reasons.

FFQ are widely used in large-scale epidemiological
studies; however, their findings are more uncertain than
those of carefully conducted DR or 24-h dietary recall(6,7).
Our previous findings indicated that, compared with TEE
measured using the DLW method, the 7-d DR underesti-
mates EI by approximately 9 % whereas the FFQ underes-
timates EI by approximately 18 %(7). To rectify the
underestimation of dietary intake estimated from FFQ,
a recent review emphasised using the regression calibra-
tion approach to attenuate measurement errors of nutrient
intake in nutritional epidemiology(31). According to a
systematic review, to date, many studies have used this
approach by estimating dietary intake using DR and 24-h
dietary recall as references(31). However, it is unclear
whether systematic errors due to self-report bias can be
reduced using statistical techniques based on dietary intake
data estimated using self-reported dietary assessment
methods, such as DR and 24-h dietary recall(32). Our results
indicate that the uncalibrated EI was significantly lower
than the TEE, but the calibrated EI was comparable to
the TEE, and similar findings were observed when stratify-
ing the sample by age, sex and BMI. Objective biomarkers
may not affect the systematic errors caused by reporting
bias in self-reported dietary assessments, such as DR
and 24-h dietary recall(1,6,7). Therefore, it is important to
consider which biases can be rectified using the biomarker
calibration approach, and our developed equation may
attenuate some systematic errors related to variables such
as age, sex and BMI.

Our findings indicate that calibrated EI had a higher
reproducibility than uncalibrated EI. The lower within-
and between-person variance observed for calibrated EI
could be a possible explanation for this difference. When
the within- and between-person variance in a population
is high, surveys need to be conducted more frequently
andwith larger samples to accurately assess dietary intake(2).
For the population in this study, assessment of uncalibrated
and calibrated EI would require the FFQ to be repeated four
times and once, respectively, to achieve a correlation coef-
ficient of (r)< 0·95 between the observed and ‘true’ mean
intake. Previous evidence indicates that the reproducibility
(Pearson’s correlation coefficient) of TEE measured using
DLW is 0·72(5). In fact, most biomarkers are considered rep-
resentative of a person’s ‘true’ nutritional status, presuming
that low within-person variation exists(33,34). Similarly, our
results indicate that the reliability of the TEE estimates for
replicate measures was rather good (ICC= 0·619), with
the within-person variation for TEE being lower than that

of the uncalibrated EI estimated using FFQ data (9·8 % for
TEE; 12·6% for EI). The above-mentioned studies and
our findings indicate that calibrated EI is more reliable and
reproducible compared to uncalibrated EI.

In this study, the uncalibrated EI was significantly
lower than the calibrated EI in the main cohort
(median difference: –1525 kJ) and lower than the TEE
in the sub-cohort (median difference: –1847 kJ). These
differences were similar to those between the calibrated
EI and TEE. The fact that BMI increases concurrently with
EI is predictable based on energy input and output(30).
Some previous studies reported a larger magnitude of
measurement errors and a higher frequency of EI underre-
porting in individuals with obesity(9–12). Similarly, our
results revealed a larger difference between uncalibrated
and calibrated EI in participants with a higher BMI.
Moreover, the correlations between EI and age, body
weight, and BMI were significant for the calibrated EI but
not for the uncalibrated EI. The average BMI reportedly
increases proportionally with a rise in a region’s population
size(35) and the prevalence of obesity in adults is predicted
to increase in the USA(35,36). Emphasising the importance of
some behaviours can lead to an increase in systematic
reporting bias because participants may modify their
reports in the desired direction without actual behavioural
change(37). As such, media and public health messages
about the importance of combating obesity(38) that
primarily focus on eating less could potentially explain
why participants may underreport their EI. Similarly, age
and sex are factors that contribute tomisreporting of dietary
intake(11,12). Using a biomarker calibration approach could
reduce the age-, sex- and BMI-related systemic bias and
may help verify diet–disease associations, especially in
regions with a higher prevalence of obesity.

The main strength of this study is that it not only
confirmed the accuracy of calibrated EI against TEE mea-
sured using DLW but also highlighted the reproducibility
of calibrated EI assessed using FFQ data. These data are
essential to confirm the precision of previously developed
equations for calibration models. The reliability of the cali-
brated EI estimates was acceptable. However, the study
also had a few methodological limitations. Firstly, the
calibration equation used in this study was based on the
TEE in a subsample of participants with stable body weight
in the Kyoto–Kameoka Study(7). The TEE, measured using
the DLWmethod, is assumed to provide a true reflection of
EI in individuals with stable body weight. However, if the
study cohort included participants with unstable body
weight, the estimated calibrated EI could contain system-
atic errors. In addition, to evaluate the validity of DLW-
calibrated EI, we used replicate measures of TEE measured
using the DLW method in the population wherein the
calibration equation was developed. Further evaluation is
needed to verify this equation’s validity in other partici-
pants from the Kyoto–Kameoka Study. Secondly, since
we relied on self-reported information for weight and
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height in this study, we were unable to completely exclude
systematic errors due to self-reporting. For example, the
BMI included in the DLW calibration equation was derived
from self-reported data and could be inadequate as calibra-
tion factors. Nevertheless, calibration of the EI reduced the
underestimation of EI against the TEE measured using
the DLW technique. In addition, we previously reported
that the estimates of self-reported height, body weight
and BMI among older adults in this sub-cohort are suffi-
ciently accurate and reproducible(16), similar to observa-
tions of another Japanese cohort study(39). Finally, this
study used a new equation to calibrate EI calculated with
a TEE measured using the DLW technique as a recovery
biomarker. This equation may have excluded other cova-
riates that were not assessed in the Kyoto–Kameoka
Study but potentially contributed to the systematic mea-
surement errors. This may be the cause of the lower value
of the determinant coefficient (R2). These limitations may
make generalisation of the results difficult. Therefore, veri-
fication by a well-designed study with a larger randomised
sample is needed to elucidate whether the determinant
coefficient of the calibration equation increases by further
inclusion of covariates that may potentially contribute to
the systematic measurement errors.

Recently, cohort studies reported that EI or protein
intake estimated using the biomarker calibration approach
is associated with the prevalence of frailty(15), incidence of
diabetes(14), cancer(40) and risk of CVD events(41), whereas
self-reported dietary intake demonstrated only weak(15) or
no associations(14,40,41) with these factors. Perhaps, the
difficulty in accurately measuring dietary intake from
self-reported dietary assessments may explain why a clear
association between diet and disease has not been estab-
lished yet. Many authors consider that self-reported EI
should not be taken into account when investigating the
risk factors for diseases associated with overweight and
obesity(14,15,40,41). Underreporting of EI by individuals with
obesity may disturb the accurate estimation of the effect
of EI on the risk of diseases, such as diabetes and heart
disease, which are associated with overweight rather than
underweight. We plan to apply these biomarker-calibrated
EI in the diet–disease analyses of the Kyoto–Kameoka
Study cohort. The use of this approach holds promise for
providing accurate EI values that can help establish guide-
lines applicable to public health and clinical nutrition.

Conclusions

The findings of our study demonstrate that calibrated EI
was more accurate and precise than uncalibrated EI against
TEEmeasured using the DLW technique. Further, the unca-
librated EI values were approximately 17 % lower than cali-
brated EI values in the main cohort. Therefore, using
biomarkers to calibrate EI could partially resolve the
systematic errors that have hindered nutritional

epidemiological research for several decades and may
prove useful in closing the knowledge gap in diet–disease
associations.
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