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Abstract
Dementia and mild cognitive impairment can be underrecognized in primary care 
practice and research. Free-text fields in electronic medical records (EMRs) are 
a rich source of information which might support increased detection and enable 
a better understanding of populations at risk of dementia. We used natural lan-
guage processing (NLP) to identify dementia-related features in EMRs and com-
pared the performance of supervised machine learning models to classify patients 
with dementia. We assembled a cohort of primary care patients aged 66 + years in 
Ontario, Canada, from EMR notes collected until December 2016: 526 with demen-
tia and 44,148 without dementia. We identified dementia-related features by apply-
ing published lists, clinician input, and NLP with word embeddings to free-text pro-
gress and consult notes and organized features into thematic groups. Using machine 
learning models, we compared the performance of features to detect dementia, over-
all and during time periods relative to dementia case ascertainment in health admin-
istrative databases. Over 900 dementia-related features were identified and grouped 
into eight themes (including symptoms, social, function, cognition). Using notes 
from all time periods, LASSO had the best performance (F1 score: 77.2%, sensi-
tivity: 71.5%, specificity: 99.8%). Model performance was poor when notes written 
before case ascertainment were included (F1 score: 14.4%, sensitivity: 8.3%, speci-
ficity 99.9%) but improved as later notes were added. While similar models may 
eventually improve recognition of cognitive issues and dementia in primary care 
EMRs, our findings suggest that further research is needed to identify which addi-
tional EMR components might be useful to promote early detection of dementia.
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1 Introduction

Dementia is characterized by a broad set of symptoms related to memory loss, 
language difficulties, diminished executive function, and other behavioral and 
functional impairments that are beyond what is considered normal aging [1]. 
Studies have documented significant increases in the prevalence of demen-
tia over the past several decades[1, 2], and this condition is associated with 
substantial health care costs and caregiver burden [1]. The early detection and 
treatment of dementia may aid in clinical management, enable interventions, 
and help individuals plan for future care needs [3–7]. Previous work has shown 
that dementia and mild cognitive impairment are often underrecognized in pri-
mary care [8, 9], with between 40 and 80% of dementia cases going undetected 
[7, 10–12]. Limited knowledge and time, diagnostic uncertainty, and stigma are 
considered barriers to diagnosing dementia in primary care settings [6, 7, 13]. 
Machine learning methods provide a promising avenue to increase the detec-
tion of dementia in primary care, potentially enabling a better understanding of 
populations at risk of dementia.

Prior studies have used machine learning methods as a strategy to improve 
dementia detection for clinicians and researchers [14–16], often leveraging neu-
ropsychological assessments, brain imaging data, genetic profiles, and clinical 
and lifestyle factors as their primary inputs [14–18]. However, these data may 
not be available in all research contexts, can be costly to obtain, and are time-
consuming to collect. The wealth of information stored in electronic medical 
records (EMRs) provides opportunities to enable the early detection of signs 
and symptoms of dementia, to assist primary care providers in recommending 
individuals for further diagnostic testing and treatment [19], and to support 
capacity planning for the needs of persons living with dementia. EMRs com-
bined with natural language processing (NLP) techniques present an opportu-
nity to utilize routinely collected clinical notes, which contain rich longitudinal 
histories on patients, as an emerging and efficient solution [20, 21].

Prior studies have used NLP, free-text clinical notes, and machine learning 
models to describe, predict, and/or classify geriatric syndromes [20, 22], frailty 
[23], multiple sclerosis [24], severe mental illness [25], dementia [26–28], and 
other chronic diseases [29]. Among the studies that have used NLP for demen-
tia risk prediction, some have focused on more narrowly defined features of the 
disease (e.g., cognitive symptoms) [28], while others have combined patients 
across a number of diverse clinical settings (where substantial patient hetero-
geneity is to be expected) [27]. Although most patients with dementia receive 
care in the primary care setting, limited research has used NLP and machine 
learning in this patient population.

Given the need to develop tools to enhance dementia detection in primary 
care, our objectives were to (1) use NLP to identify features commonly associ-
ated with dementia in primary care EMR clinical notes and (2) evaluate the 
performance of machine learning models to classify patients with dementia 
based on these features.
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2  Materials and Methods

2.1  Data Sources

2.1.1  Electronic Medical Records

We used the Electronic Medical Records Primary Care (EMRPC) database 
which includes a convenience sample of community-based primary care physi-
cians in Ontario, Canada [30]. The EMRPC database links health administra-
tive data with EMR data from over 350 family physicians who care for approx-
imately 400,000 patients. The demographic composition of this primary care 
population is representative of the broader primary care patient population of 
Ontario [31]. EMRPC includes primary care records extracted until December 
30, 2016. Different types of free-text clinical notes are available in EMRPC: 
progress notes, which are recorded by the primary care physician at each visit 
and include detailed information about the concerns and issues discussed; and 
consult notes, which contain information from specialist consultations. Dis-
ease reference standards have also been abstracted from EMRPC and used to 
validate health administrative data algorithms for various medical conditions, 
including ischemic heart disease and Alzheimer’s disease and related demen-
tias [32–34]. For this study, EMRPC was used to identify the study cohort and 
abstract dementia-related features in free-text clinical notes using NLP.

2.1.2  Health Administrative Data

Due to the single-payer health insurance model in Ontario, population-based 
health system encounters result in health administrative data that can be linked 
across a variety of settings. We used a validated health administrative data algo-
rithm based on these data as the reference standard for dementia case ascertain-
ment [34]. Individuals with ≥ 1 hospitalization and/or ≥ 3 physician visits for 
dementia within 2  years (with a 30-day gap between each) and/or a prescrip-
tion for a cholinesterase inhibitor were classified as having dementia. The algo-
rithm was validated against clinical review of primary care EMR charts and 
was found to have excellent performance characteristics (99.1% specificity and 
79.3% sensitivity). These databases were also used to describe the sociodemo-
graphic, clinical, and health service use characteristics of the cohort (see Sup-
plementary Table 1 for a full list of data sources). These databases were linked 
using unique encoded identifiers and analyzed at ICES. ICES is an independent, 
non-profit research institute whose legal status under Ontario’s health informa-
tion privacy law allows it to collect and analyze health care and demographic 
data, without consent, for health system evaluation and improvement. The use 
of the data in this project is authorized under section 45 of Ontario’s Personal 
Health Information Protection Act (PHIPA) and does not require review by a 
Research Ethics Board.
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2.2  Study Cohort Population and Dementia Criteria

We identified patients aged 66 years and older in the EMRPC database who were 
formally enrolled with primary care physicians in Ontario, Canada. Patients aged 
66 years and older were included in order to have complete drug information fol-
lowing enrollment in the public drug plan at age 65. This population was linked 
to health administrative databases to obtain information on dementia over time 
and other characteristics. Patients were identified as having dementia if they had 
a case ascertainment date from the health administrative algorithm between April 
2010 and March 2014 to allow for a minimum of 2 years of notes in the EMR 
following dementia case ascertainment. Patients were identified as not having 
dementia if they had not met criteria for the health administrative algorithm by 
March 2018. This ensured that patients without dementia were not in the pro-
dromal stages of the disease. The study index date was defined as the date of 
case ascertainment for patients with dementia and the date of the latest note in 
the EMR for patients without dementia (with the latest possible index date being 
December 30, 2016). Covariates were assessed as of the study index date for 
patients with dementia and as of the latest data update in the EMR for patients 
without dementia. See Fig. 1 for a schematic of the study design. To be eligible 
for the study cohort, patients were required to have at least two visits to a primary 
care physician recorded in the EMR in the 2 years prior to their study index date 
(to ensure they would have sufficient information in the EMR to enable detection 
of dementia signs and symptoms).

Fig. 1  Methodological schematic for the development of machine learning models to classify 
patients with dementia in primary care electronic medical records in Ontario, Canada. All elec-
tronic medical record (EMR) progress and consult notes were obtained from participating primary care 
practices in Ontario, Canada, between April 1, 2016, and December 30, 2016 (i.e., date of latest EMR 
update). Linked health administrative databases were used to identify patients with dementia between 
April 2010 and March 2014. All patients who met criteria for dementia during this period, based on a 
validated health administrative data algorithm, where included in the dementia group. The date patients 
met full algorithmic criteria for dementia represented their study index date. Patients without a history of 
dementia in the health administrative data as of March 2018 were included as the non-dementia compari-
son group. The study index date for patients without dementia was the date of their last note in the EMR. 
As such, the latest possible study index date for patients without dementia was December 30, 2016; how-
ever, it could also occur any time prior
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2.3  Patient Characteristics

Patient characteristics included age, sex, neighborhood income quintile, resi-
dence in a long-term care facility (i.e., nursing home), and chronic conditions. 
Neighbourhood income quintile measures the relative income of neighbourhoods 
and was assigned using Statistics Canada’s Postal Code Conversion File Plus 
(PCCF + Version 7A) [35]. Health administrative data algorithms were used to 
identify whether patients had one or more of 17 chronic conditions (see Supple-
mentary Table 2 for a full list of conditions and diagnostic codes) [36, 37]. For 
the year prior to study index, we identified use of physician services including 
family physician visits and visits to dementia specialists (i.e., neurologists, geri-
atricians, and psychiatrists) and dispensed medications commonly associated 
with dementia (i.e., cholinesterase inhibitors, antipsychotics, antidepressants, 
and benzodiazepines).

2.4  Natural Language Processing Approach to Develop an EMR‑Based Feature 
List for Dementia

An initial set of features representing the signs and symptoms of dementia was 
created from published lists [38–40] and expert clinical input (neurologist (RS), 
family physician (LJ), and geriatric psychiatrist (AI)). Features included dementia 
symptoms, measures of psychosocial well-being, and other aspects of dementia 
presentation and care such as types of family caregivers and social supports. For 
both the feature list and the clinical notes in the EMR, we used pre-processing steps 
to improve standardization and matching of the feature list and free-text. Please 
see Technical Appendix  1 for details. For each feature, the 5, 10, and 15 near-
est words were identified in a word embedding space [41] trained on all available 
progress and consult notes based on cosine distance to measure distance between 
words [42]. This expansion of the feature list was intended to identify misspellings 
and relevant, but potentially missed, words by capturing closely related words in 
vector representations. The 10 nearest words were chosen to maximize the number 
of related words while ensuring clinical relevance of words added. Previous work 
has shown that word embeddings trained on clinical notes can find more seman-
tically similar words than methods using pre-trained word vectors and that this 
results in identification of words closer to expert human judgement and improved 
performance on most tasks [43]. As a final step, we applied stemming. In order 
to summarize the features and investigate which showed the best performance in 
classifying patients with dementia, we manually categorized features into eight 
thematic groups based on their relationship to dementia care (symptoms, social, 
function, cognition, dementia medication, other medication, health system use, 
and other). LM categorized words according to accepted clinical and diagnostic 
criteria and descriptions of cognitive and behavioral presentation in dementia. The 
final categorizations were reviewed by members of the author team with relevant 
clinical expertise (RS, LJ, and AI).
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2.5  Machine Learning Models to Classify Patients with Dementia Based on EMR 
Features

We compared the performance of several supervised machine learning models to 
classify patients with dementia using the EMR-based feature list. These included 
penalized logistic regression with both LASSO and ridge regularization, gra-
dient boosted decision trees, and multi-layer perceptron models (MLP classi-
fier, i.e., neural network). Complete methodological details regarding hyperpa-
rameter tuning and cross-validation can be found in Technical Appendix 1 and 
Supplementary Table 3. In order to compare the performance of the classifiers 
described above to a baseline approach, we also implemented a simple bag-of-
words model. A term frequency inverse document frequency (TF-IDF) vector-
izer was used to convert text (from the clinical notes and pre-processing steps 
described above) into vectors which were then passed into basic logistic regres-
sion model.

For the primary analysis, model performance was assessed using all avail-
able clinical notes and then consult and progress notes separately. To optimize 
their clinical utility, we trained the machine learning models to maximize the F1 
score (defined as the harmonic mean of positive predictive value (PPV) and sen-
sitivity, with values ranging from 0 to 1 (indicating perfect PPV and sensitivity)) 
because we aimed to prioritize sensitivity and PPV (i.e., minimizing false nega-
tives and false positives). The F1 score can also be a helpful indicator of model 
performance when classes show size imbalance (i.e., much larger number of 
patients without dementia than patients with dementia in the present study). Pre-
dictions from the trained models were applied to the test dataset, where patients 
predicted to have a greater than 50% probability of dementia were classified as 
a potential case. Classification performance (e.g., sensitivity, specificity, PPV, 
negative predictive value (NPV), F1 score) and calibration (i.e., integrated cali-
bration index (ICI), E50, E90, and EMax) were averaged across five test-folds. 
E50 and E90 represent the median and 90th percentile of the difference between 
observed and predicted probabilities, while Emax represents the maximum dif-
ference [44]. The model(s) with the highest average F1 score on the test dataset 
was considered to perform the best.

To compare feature performance across thematic groups, the best performing 
model from the primary analysis was tested using features belonging to each 
thematic group separately. To assess how the timing of notes was related to 
model performance, we used the best performing model from the primary analy-
sis and clinical notes written during time periods before (from index to 7, 14, 
30, 60, 120, 365, and 730 days prior) and after (from the first note in the EMR to 
0, 7, 14, 30, 60, 120, 365, and 730 days after index) patients’ index dates (Sup-
plementary Fig. 1). For patients without dementia, all notes were included when 
assessing notes after index since the index date was the date of the last note 
in the EMR. Analyses were conducted in Python version 3.6 (including model 
functions from the sci-kit learn library) and SAS version 9.4.
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3  Results

3.1  Patient Characteristics

We identified 526 patients with dementia and 44,148 patients without dementia in 
the EMRPC database during the study period who met the study inclusion criteria 
(Table 1). Although patients with dementia were older (80.3 years vs. 74.6 years) 
compared to those without dementia, sex and rural residence were similar across the 
two groups. Patients with dementia were more likely to have five or more comorbid-
ities (11.6% vs. 7.8%) and to be prescribed ten or more medications (7.6% vs. 3.8%).

The study data included more than 5.6 million clinical progress and consult 
notes (112,053 among patients with dementia and 5,551,274 among patients 
without dementia) (Supplementary Table 4). Patients had a mean of 51.5 (stand-
ard deviation [SD] = 41.3) consult and 75.3 (SD = 61.0) progress notes. Patients 
with dementia had higher numbers of consult and progress notes (dementia: con-
sult mean = 82.9 [SD = 53.4]; progress mean = 130.2 [SD = 86.5]; without demen-
tia: consult mean = 51.2 [SD = 41.0]; progress mean 74.7 [SD = 60.4]).

3.2  List of Dementia‑Related Features in EMR Clinical Progress and Consult Notes

The final list of features included 910 words associated with dementia and demen-
tia symptoms. All words, by theme, are included in Supplementary Table  5. 
The list included a broad set of features related to dementia symptoms and care 
including dementia and other medications, social issues, and health service use. 
The largest numbers of features were categorized as cognition, medication-other 
(i.e., medications not specifically indicated for dementia but which may be used 
in patients with dementia), and symptoms (including behavioural and physical 
symptoms).

3.3  Model Performance for Classifying Patients with Dementia

Compared to the simple bag of words of approach, our pre-defined feature list 
showed better performance and was therefore used throughout. For example, the 
average F1 score from the bag of words LASSO model was 0.14 compared to an F1 
score of 0.71 from the same model using our pre-defined feature list. Models using 
all consult and progress notes in the EMR showed superior performance compared 
to models using consult or progress notes alone (Table 2). LASSO had the highest 
F1 score of 77% (sensitivity = 71%, specificity = 100%, PPV = 85%, NPV = 100%). 
LASSO using progress notes alone showed modestly lower performance. Models 
using only consult notes performed poorly, with most F1 scores being below 50%. 
Neural networks were generally the poorest performing models. Based on the ICI, 
the LASSO models showed the best calibration.
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Table 1  Baseline characteristics of patients aged 66 years and older included in a primary care electronic 
medical record database in Ontario, Canada, between 2010 and 2016, by dementia status (N = 44,674)

Characteristic, n (%) unless otherwise noted Dementiaa,b (n = 526) Without 
 dementiab 
(n = 44,148)

Age
  Mean (SD) 80.3 (6.7) 74.6 (7.0)
  66–74 106 (20.2%) 25,479 (57.7%)
  75–84 268 (51.0%) 13,910 (31.5%)
  85 + 152 (28.9%) 4759 (10.8%)

Female sex 309 (58.7%) 24,424 (55.3%)
Rural residence 139 (26.4%) 10,647 (24.1%)
Income quintile
  1 (lowest) 106 (20.2%) 7893 (17.9%)
  2 96 (18.3%) 8906 (20.2%)
  3 82 (15.6%) 8257 (18.7%)
  4 116 (22.1%) 7965 (18.0%)
  5 (highest) 124 (23.6%) 11,079 (25.1%)

Long-term care resident 12 (2.3%) 225 (0.5%)
Number of chronic conditions (excluding dementia)
  Mean (SD) 2.2 (1.9) 1.8 (1.8)
  0–1 205 (39.0%) 21,740 (49.2%)
  2 93 (17.7%) 7861 (17.8%)
  3 105 (20.0%) 7076 (16.0%)
  4 62 (11.8%) 4021 (9.1%)
  5 + 61 (11.6%) 3450 (7.8%)

Chronic conditions
  Hypertension 283 (53.8%) 18,441 (41.8%)
  Cancer 135 (25.7%) 11,549 (26.2%)
  Osteoarthritis 116 (22.1%) 9669 (21.9%)
  Mood/anxiety disorder 108 (20.5%) 3916 (8.9%)
  Diabetes 99 (18.8%) 7013 (15.9%)
  Coronary artery disease 51 (9.7%) 3824 (8.7%)
  Asthma 49 (9.3%) 3611 (8.2%)
  Congestive heart failure 40 (7.6%) 3013 (6.8%)
  Chronic obstructive pulmonary disease 35 (6.7%) 2849 (6.5%)

One or more physician visits (1 year prior)
  Family physician visit 523 (99.4%) 40,937 (92.7%)
  Dementia specialist visit 130 (24.7%) 3454 (7.8%)
    Neurologist visit 46 (8.7%) 2130 (4.8%)
    Geriatrician visit 43 (8.2%) 302 (0.7%)
    Psychiatrist visit 52 (9.9%) 1261 (2.9%)

Drug  therapiesc dispensed (1 year prior)
  Mean (SD) 4.96 (2.96) 4.05 (2.72)
  0–5 347 (66.0%) 35,005 (79.3%)
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3.4  Model Performance for Different Thematic Groups of Features

When comparing performance of the best-performing LASSO model across spe-
cific categories of features, medication-related features showed the highest perfor-
mance based on F1 scores (F1 score dementia medications = 73%, F1 score other 

Table 1  (continued)

Characteristic, n (%) unless otherwise noted Dementiaa,b (n = 526) Without 
 dementiab 
(n = 44,148)

  6–9 139 (26.4%) 7481 (16.9%)
  10 + 40 (7.6%) 1662 (3.8%)
  Antidepressants 127 (24.1%) 5281 (12.0%)
  Antipsychotics 27 (5.1%) 514 (1.2%)
  Benzodiazepines 44 (8.4%) 2193 (5.0%)
  Cholinesterase inhibitors 153 (29.1%) 0 (0.0%)

N Sample size, SD standard deviation
a Dementia was defined using a validated health administrative data algorithm (reference standard)
b Baseline characteristics shown as of the study index date (date of dementia case ascertainment for 
patients with dementia was between April 1, 2010, and March 31, 2014) and date of latest update in the 
EMR for patients without dementia (between April 1, 2016, and December 30, 2016)
c By unique drug name

Table 2  Performance characteristics of machine learning models to classify patients with dementia using 
all primary care electronic medical record notes prior to December 30, 2016 in Ontario, Canada, by note 
type

Key: PPV positive predictive value; NPV negative predictive value; F1 score harmonic mean of sensitiv-
ity and PPV; ICI integrated calibration index; “–” value could not be estimated

Model F1 Score Sens Spec PPV NPV E50 E90 EMax ICI

Consult and progress notes
  LASSO 77.2 71.5 99.8 85.2 99.7 0.002 0.003 0.3757 0.0049
  Ridge 72.6 68.0 99.8 78.8 99.6 0.024 0.04 0.1893 0.0273
  Gradient boosted 74.1 68.8 99.8 80.5 99.6 - - - -
  Neural network 70.4 65.4 99.8 76.4 99.6 0.0011 0.49 50,271.8 113.6

Consult notes only
  LASSO 44.6 32.9 99.9 73.7 99.2 0.0068 0.008 1.4429 0.0166
  Ridge 43.1 44.3 99.3 43.0 99.3 0.0131 0.02 0.4545 0.0194
  Gradient boosted 51.1 43.9 99.7 64.2 99.3 - - - -
  Neural network 49.4 37.4 99.4 49.4 99.3 0.0052 0.028 2380.8 5.25

Progress notes only
  LASSO 70.6 61.2 99.9 84.3 99.5 0.0036 0.005 0.2738 0.007
  Ridge 67.3 64.4 99.7 70.8 99.6 0.0118 0.022 0.2313 0.015
  Gradient boosted 68.7 63.3 99.8 75.2 99.6 - - - -
  Neural network 66.3 58.8 99.8 76.5 99.5 0.0021 0.093 111,708.1 260.03
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medications = 71%), followed by health system use (F1 score = 61%), cognition (F1 
score = 59%), and symptoms (F1 score = 43%) features. Function, social, and other 
features showed poor performance with F1 scores < 30% (Table 3).

3.5  Model Performance by Time Prior To and Following Dementia Case 
Ascertainment

Model performance was poor (F1 score = 14.4%, sensitivity = 8.3%, specific-
ity = 99.9%, PPV = 65.0%, ICI = 0.01; Table  4) when notes written prior to index 
were used. Model performance gradually improved with the inclusion of notes writ-
ten for longer time periods following dementia case ascertainment.

4  Discussion

Using primary care EMR data, we developed a list of over 900 dementia-related 
features that characterized the signs and symptoms of dementia and included both 
clinical and social factors, which were grouped into eight themes. We used several 
machine learning models to classify patients with dementia based solely on the pres-
ence of these features in free-text clinical notes in the EMR. The LASSO model 
achieved good performance in classifying patients with dementia using all available 
EMR notes, while models solely including notes prior to dementia case ascertain-
ment showed weaker performance. Our examination of model performance by feature 
theme demonstrated that medication (dementia and other), health system use, and 
cognition features showed the best performance out of the eight themes examined.

While many studies have reported on models to identify chronic diseases in struc-
tured data fields of EMRs (including using International Classification of Diseases 
codes) [34, 45], relatively few have developed models using EMR free-text fields 
[28, 29]. Despite EMRs being a longitudinal source of rich patient-level information 

Table 3  Performance characteristics of LASSO to classify patients with dementia using all primary care 
electronic medical record progress and consult notes prior to December 30, 2016 in Ontario, Canada, by 
feature theme

Key: Sens sensitivity; Spec specificity; PPV positive predictive value; NPV negative predictive value; F1 
score harmonic mean of sensitivity and PPV

Category of features F1 Score Sens Spec PPV NPV

Cognition 59.0 49.4 99.8 74.4 99.4
Function 28.6 19.6 99.8 56.4 99.1
Health system use 61.2 52.3 99.8 74.9 99.4
Dementia medication 73.2 62.6 99.9 91.2 99.5
Other medication 70.6 58.9 99.9 88.9 99.5
Social 26.3 17.7 99.8 54.1 99.0
Symptoms 43.4 34.6 99.7 63.0 99.2
Other 20.1 13.1 99.8 49.0 99.0
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in primary care settings, fairly little work has focused on the identification of neu-
rological disorders and mental health conditions using machine learning techniques 
[20, 24, 27, 29, 46]. We used NLP with word embeddings to capture similar words 
and improve the comprehensiveness of our feature list. Compared to previous stud-
ies [38–40], our feature list included a broader set of features related to dementia 
symptoms and care including dementia and other medications, social issues, and 
health service use. This feature list may be used in future studies to enable detection 
of dementia in clinical notes.

Chen et al. designed a model to identify dementia and geriatric syndromes among 
patients 65  years and older enrolled in a US health maintenance organization using 
free-text electronic health records and NLP [20]. Their conditional random fields model 
showed good performance for identifying dementia (F1 = 77%, PPV = 63%, sensitiv-
ity = 100%) and relatively improved performance for identifying geriatric syndromes 
(macroaverage F1 = 83%, microaverage F1 = 85%). Bullard et al. used a bag-of-words 
model and logistic regression to identify individuals with Alzheimer’s disease and mild 
cognitive impairment using data collected in the Alzheimer’s Disease Neuroimaging 

Table 4  Performance characteristics of LASSO to classify patients with dementia using primary care 
electronic medical record notes written before and after dementia case ascertainment in Ontario, Canada

Key: Sens sensitivity; Spec specificity; PPV positive predictive value; NPV negative predictive value; F1 
score harmonic mean of sensitivity and PPV; “–” value could not be estimated
* Patients’ index dates represent the date of dementia case ascertainment for patients with dementia or the 
date of the latest note in the EMR for patients without dementia. For dates prior to index, only notes taken 
from the prespecified date to the index date were included (e.g., 730 days prior to the index date to but not 
including the index date). For dates after index, all notes from the first note in the EMR to the prespecified 
date after the index date were included (e.g., first note in the EMR to 730 days after the index date)

Days relative 
to  index*

F1 score Sens Spec PPV NPV E50 E90 EMax ICI

Before index date
− 730 12.2 6.9 99.9 54.6 98.9 0.008 0.01 0.56 0.01
− 365 18.8 11.5 99.9 55.4 99.0 0.007 0.01 0.49 0.01
− 120 26.6 18.3 99.8 54.2 99.0 – – – –
− 60 28.6 19.9 99.8 54.9 99.0 – – – –
− 30 20.1 13.2 99.8 52.0 98.7 – – – –
− 14 23.1 15.0 99.8 57.6 98.6 – – – –
− 7 29.4 19.3 99.9 70.2 98.6 0.003 0.01 0.998 0.01
After index date
0 14.4 8.3 99.9 65.0 98.9 0.008 0.01 0.44 0.01
+ 7 34.5 24.3 99.8 60.0 99.1 0.01 0.01 0.26 0.01
+ 14 34.4 24.0 99.8 62.2 99.1 0.01 0.01 0.23 0.01
+ 30 40.7 31.4 99.8 61.7 99.2 0.01 0.01 0.26 0.01
+ 60 46.5 36.7 99.8 67.6 99.3 0.01 0.01 0.23 0.01
+ 120 54.6 44.7 99.8 71.8 99.3 0.001 0.003 0.21 0.004
+ 365 62.8 53.8 99.8 77.7 99.5 0.002 0.003 0.21 0.005
+ 730 71.8 66.2 99.8 78.8 99.6 0.001 0.003 0.23 0.004
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Initiative (ADNI) [19]. The performance of the model for Alzheimer’s disease was rela-
tively low (sensitivity = 63%, PPV = 65%) and modestly improved for mild cognitive 
impairment (sensitivity = 80%, PPV = 78%). As with our primary analysis, these stud-
ies did not examine clinical notes written prior to when a patient was diagnosed with 
dementia, which may, in part, explain their generally good performance.

Similar to our secondary analysis that investigated the timing of clinical notes on 
model performance, Hane et al. used unstructured clinical notes from EMRs to pre-
dict the risk of Alzheimer’s and related dementias (including mild cognitive impair-
ment) using gradient boosted models fit to a series of decision trees in the time lead-
ing up to diagnosis [27]. Compared to structured data alone (e.g., diagnosis codes), 
the models including clinical notes showed superior performance within the year 
of diagnosis (PPV = 68%, specificity = 99%, sensitivity = 68%). However, the per-
formance of the model decreased with increasing time prior to diagnosis (3 years, 
specificity = 95%, sensitivity = 30%), indicating difficulties with making longer-term 
predictions. However, there is some evidence showing that cognitive symptoms 
written in clinical notes at hospital discharge were associated with an increased rate 
of dementia diagnosis up to 8 years prior [28].

Our findings that features related to medication, cognition, and health system use 
showed the best performance may help inform future work to improve the perfor-
mance of machine learning models for dementia detection. EMR-based models for 
dementia detection may be useful to clinicians in screening patients for dementia 
and related signs and symptoms in settings where rapid identification of patients 
at risk may help to inform clinical care (e.g., physicians assessing a new patient, 
patients receiving care in the emergency department, patients receiving care in a 
multidisciplinary setting where many providers contribute to the EMR). However, 
the poor performance of the machine learning model prior to dementia case ascer-
tainment suggests that improved documentation and additional sources of informa-
tion may be needed to improve dementia detection (e.g., incorporating additional 
features of dementia symptoms, considering changes in symptoms over time).

Strengths of our study include the development of a broader list of features which 
encompasses factors that indicate early signs and symptoms of dementia ranging 
from impacts on cognition, activities of daily living, social supports, medications, 
and health system use. This feature list builds on previous work and demonstrates 
the potential for NLP methods to detect dementia in EMR data. Our study sample 
included a large sample of patients and was conducted in the primary care setting 
where patients are likely to first present with dementia.

Several limitations are worthy of consideration. First, the use of a health adminis-
trative data algorithm as the reference standard represents a “silver” standard as it is 
not a validated clinical diagnosis, and some patients may have been misclassified due 
to imperfect algorithm performance. For example, it is possible that some true cases 
of dementia were correctly identified as having dementia by the machine learning 
model(s) but labeled as a false-positive due to misclassification of the reference stand-
ard. However, data availability prevented a formal comparison to clinically validated 
assessments of dementia. As such, future work should further compare algorithm per-
formance against a clinically reviewed sample of known cases of dementia. In addi-
tion, we did not have information on severity of cognitive impairment which may have 
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helped to inform the ability of the model to predict severity and stage of dementia. We 
were unable to distinguish between dementia subtypes, which may cause heterogene-
ity in the signs and symptoms of dementia and may impair the predictive ability of our 
model. Moreover, physician and practice variation may result in differences in where, 
when, and how early signs and symptoms of dementia are recorded in primary care 
EMRs. We also included features associated with dementia medications in our classi-
fication models, and as medication status was a component of the administrative and 
within-EMR dementia algorithms, this may have inflated the performance of features 
related to dementia medications. Last, although word embeddings can help to address 
challenges with misspelling and identify semantically similar words, they do not capture 
more complex phrases of words which may have relevance for dementia classification.

5  Conclusions

In the present study, we developed a feature list of signs and symptoms of demen-
tia and applied this to classify patients with dementia in primary care EMRs using 
machine learning models. The LASSO model achieved good performance in classify-
ing patients with dementia using all free-text progress and consult notes in the EMR, 
but relatively poor performance when using only notes collected prior to dementia 
case ascertainment. Although similar models may eventually improve the recognition 
of cognitive issues and dementia for primary care providers and for capacity planning 
across health systems, additional work is needed to refine and improve performance. 
Future research should focus on identifying which additional components of the 
EMR would enable earlier detection of dementia in order to maximize clinical utility.
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