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Prediction of CNA status from RNAseq data 

A logistics regression model was used to predict the CNA status as  

Pr⁡(xi) =
𝑒∑ 𝑓𝑘

𝑇
𝑘=1 (𝑥𝑖)

1 + 𝑒∑ 𝑓𝑘
𝑇
𝑘=1 (𝑥𝑖)

⁡ , 𝑓𝑘 ∈ 𝐹 

𝑦𝑖̂ = {
1, Pr⁡(xi) > 0.5
0, Pr⁡(xi) ≤ 0.5

 

The 𝑥𝑖 is the vector of gene expression of sample 𝑖, containing the RPKM value 𝑥𝑖𝑗 ⁡of gene⁡𝑗⁡ in sample 

𝑖. We first used the pan-glioma dataset to train our model1, and the CNA status of sample 𝑖 was defined 

as 𝑦𝑖 ∈ (0, 1), where 0 represents normal and 1 represents amplification or homo-deletion according to 

interest. To reduce the dimension of the data, a set 𝑆 was defined as genes related to the target gene, 

which is: (1) on the same chromosome with the target gene, (2) in the same pathway recorded in KEGG 

database2, (3) protein-protein interaction with target gene recorded in STRING database3. Only genes 

in 𝑆 is used in the model (𝑗 ∈ 𝑆).⁡𝑓𝑘(𝑥𝑖) is the base classifier, and 𝑇 is the number of base classifiers, 

which was set to 100 according to experience. 

Decision tree was employed to be the base classifier and the tree boosting was achieved by XGBoost4, 

which generate trees by optimizing the objective function 𝑜𝑏𝑗: 

𝑜𝑏𝑗 = ⁡∑𝐿(𝑦𝑖 , 𝑦𝑖̂)
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In this equation, the loss function 𝐿(𝑦𝑖 , 𝑦𝑖̂), which is used to improve the accuracy, is: 

𝐿(𝑦i, 𝑦𝑖̂) = 𝐼𝑖 , 𝐼𝑖 = {
1, 𝑦𝑖 ≠ 𝑦𝑖̂
0, 𝑦𝑖 = 𝑦𝑖̂

 

And the regularization function Ω(𝑓𝑘), which is used to reduce the complexity of the model, is: 

Ω(𝑓𝑘) = ⁡𝛾𝐿⁡ + ⁡
1

2
𝜆∑𝑤𝑙

2

𝐿

𝑙=1

 

Here 𝑤 represents scores on decision tree’s leaves, and L is the number of decision tree’s leaves. For 

two learning parameters 𝜆 and 𝛾, default values were used in our model. 

 

We next applied the model to our dataset for the calculation of 𝑐𝑖̂ = C(⁡𝑦𝑖̂)⁡as the following formula 

shows. To enhance the accuracy of the prediction and further distinguish the level of copy number 

alteration (i.e., gain and amplification, loss and deletion), we utilized 38 samples with WES and 



 2 

matched RNA-seq. We calculated two new cut-offs (aj and bj) for each gene j by selecting the cut-offs 

with optimal average F-score from the precision and recall of the test (Fig. S6). 

𝑐𝑖̂ = {

3, 𝑦𝑖̂ > 𝑏𝑗 ⁡⁡⁡⁡⁡⁡⁡⁡⁡

2, 𝑎𝑗 ≤𝑦𝑖̂ ≤ 𝑏𝑗
1, 𝑦𝑖̂ < 𝑎𝑗 ⁡⁡⁡⁡⁡⁡⁡⁡⁡

 

Final copy number status was defined as 𝑐𝑖 ∈ (1, 2, 3), where 1 represents normal, 2 represents gain or 

loss, and 3 is for amplification or homo-deletion according to interest. 
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