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Supplementary Information 

Supplementary Note 1 

Here by following the derivation and assumptions proposed in 10, we present an alternative, 

analytically-tractable model of predictive coding in retinal receptive fields. The receptive field 

model in 10 assumes that the center pixel 𝑠𝑡,𝑐𝑒𝑛𝑡 of the t-th stimulus 𝑠𝑡⃗⃗  ⃗ is subtracted from its 

linear prediction computed from the surround 𝑠 𝑡,𝑠𝑢𝑟. Instead of encoding the raw value of the 

central pixel, the model RGC encodes the difference between this prediction and the center in 

order to minimize the dynamic range of its output. The optimal prediction weights �⃗⃗�  are 

optimized to minimize the mean squared error: 

𝐸(𝑤) = 〈(𝑠𝑡,𝑐𝑒𝑛𝑡 − �⃗⃗� 𝑇𝑠 𝑡,𝑠𝑢𝑟)
2〉𝑡 

where 𝑇 denotes vector transposition.  

The optimal vector of surround weights �⃗⃗�   is a solution to the following equation: 

𝑅−𝑐�⃗⃗� = �⃗� 𝑐 

where 𝑅𝑖,𝑗 = 〈𝑠𝑡,𝑖𝑠𝑡,𝑗〉𝑡 is the spatial autocorrelation of natural images, and 𝑖, 𝑗 index pixels 

within an image patch, �⃗� 𝑐 is the autocorrelation vector of the center pixel with all other pixels, 

and 𝑅−𝑐 is the square correlation matrix of all pixels without the center pixel. 

The correlation function 𝑅𝑖,𝑗 is approximated analytically as: 

𝑅𝑖,𝑗 = 𝑀𝑖𝑀𝑗 + 𝑆𝑖𝑆𝑗 exp [−
𝑑(𝑖,𝑗)

𝐷
], for 𝑖 ≠ 𝑗 and, 

𝑅𝑖,𝑗 = 𝑀𝑖
2 + 𝑆𝑖

2 + 𝑁2, for 𝑖 = 𝑗, 

Where 𝑀𝑖 and 𝑆𝑖 are mean and standard deviation of the i-th entry of the image intensity 

respectively, 𝑑(𝑖, 𝑗) is the Euclidean, spatial distance between entries labeled 𝑖 and 𝑗, 𝐷 is a 

constant controlling the decay of the correlation, and 𝑁 is the standard deviation of the noise. 
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The term 𝑁𝑖𝑁𝑗  vanishes for 𝑖 ≠ 𝑗 because noise is assumed to be uncorrelated. 

To approximate the spatial autocorrelation function of natural images as a function of elevation 

within the visual field, we created a dataset of images with simulated horizon as described in 

the Methods. We then divided each of these images into uniformly separated horizontal bands. 

We sampled square image patches within each band. We then computed mean vectors �⃗⃗� 𝑦 and 

standard deviation vectors 𝑆 𝑦, where the upper index 𝑦 indicates the elevation band. Individual 

entries of these vectors corresponded to mean and variance of pixel values within the elevation 

band 𝑦 respectively. We assumed constant values of the decay constant 𝐷 and noise standard 

deviation 𝑁. Ratio of surround-to-center strength and surround asymmetry were computed as 

described in the Methods. We note that our results do not depend qualitatively on parameter 

choice and reveal similar trends across a broad range of parameter values. 




