
S3 file. The Hierarchical Generalized Partial Credit Model.

In test situation with ordinal items, the response of a person i from a country g on item j is symbolized
by Y g

ij . For each j th item, the response is categorized as one of the Kj possibilities, ranging from 1
to Kj , with Kj=2, 3, 4, or 5 in this study. In the Generalized Partial Credit Model (GPCM) (1), the
probability that the person i achieves a category on item j is given by:
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, yij = 1, ...,Kj ,

Here, θgi is the ability of person i from the group g, a lower θi indicating low probability for reaching
a higher category. The parameter vector βg

j = (βg
j1, ..., β

g
jKj

) denotes the thresholds of item j. The

model imposes that βg
j1 = 0, corresponding to the reference category 1 for each item j = 1, ...,J. The

threshold indicates the probability of crossing from one category in the response to the immediate next
choice (higher or lower in trait). Thus, when the thresholds are ordered in the analysis of questionnaire
data, i.e. βg

j2
≤ βg

j3
≤ ... ≤ βg

jKj
, the response categories are assumed to be ordered as well. The

occurrence of reversed thresholds indicates that the order of the response categories is violated. By
definition, αg

j , is the positive discrimination power of item j. A higher αg
j favours the kth category

over the (k-1)th category with increasing θgi .

To make a common scale across groups, traditional multi-group IRT models request no Differential
Item Functioning (DIF) for at least one item, used in the calibration with the other items (2). In
contrast, in the hierarchical IRT implementation as described by De jong et.al. (3), there is no longer
a need to classify items as being invariant or noninvariant across countries: the DIF is accommodated
by using a random-effects ANOVA formulation for items thresholds as: βg

jh = βjh+εgjh, i.e. item group
threshold of each item is modelled as overall mean threshold, βjh plus the group-specific deviation,
εgjh. This approach implies to impose a hierarchical group structure in the latent scale: θgi = θg + δgi ,

where δgi is the individual score of student i in group g, and θg is group g’s mean score. We have set
the variances of the threshold parameters to not vary across items. The items’ discriminations were
considered as invariant across groups.

Prior distributions

For items parameters, we followed the previous literature recommendations (4) (5). We denoted the
country mean as θg, with a weakly informative prior distribution, so that it doesn’t have a major
impact on the posterior distribution, but stabilized the model. For the identification of latent variable,
the sum of each country thresholds is set to 0. This was done by forcing the sum of εgj to be equal
with 0. Table 1 shows the prior distribution for each parameter:
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Appendix 1: Table 1: Prior distribution

Parameter Prior distribution Constraint

αj αj ∼ N(0, 10) αj > 0

βj βj ∼ N(0, 52)
∑J

j=1 βj = 0

εgj εgj ∼ N(0, 1)
∑J

j=1 ε
g
j = 0

δgi δgi ∼ N(0, 1)

θg θg ∼ N(0, 10000)
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