
S4 file. Posterior predictive p-value

Using estimated the model parameters, a new replicated data Y rep
ij , i = 1, ...,n, j = 1, ...,J is calculated.

The comparison of predictive distribution Y rep
ij with the observed Yij is generally named as ”posterior

predictive check”. Although the posterior predictive check involves a double-use of the data, an
identification of a systematic difference may indicate a potential failing of the model. The posterior
predictive distribution is calculated by MCMC as follows (1)(2):

1) for each iteration l=1,...,L, L=5000, model parameters are estimated: θli, β
l,αl;

2) based on estimated parameters a replicated data Y (rep,l) is calculated;

3) for the obtained replicated data, a summary statistic S(Y (rep,l)) is calculated, S(y), here, the total
number of respondents for each of the categories of each of the 25 items:

Sjk(y) =

n∑
i=1

I(yij = k)

where I(A) denotes the indicator function of its argument A. The posterior predictive p-value is cal-
culates as:

P (Sjk(yrep) = Sjk(y) | y)

A posterior predictive ”p-value” of .5 means that S(y) will be exactly equal to the median of the
posterior predictive distribution of S(yrep). If our model’s predictions are ”biased” to be too high,
then we will get a number greater than .5, and if they are generally on the low side, we will get a
number less than .5.
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