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1 Literature Review

Since habit naturally crosses disciplinary boundaries, the most promising understanding of it is likely to come from

integrating evidence and methods across disciplines (1) (pg. 42). That is our approach. The purpose of the following

section is to highlight key papers from the major disciplines we take evidence and methods from. Specifically, this

section summarizes how habit is studied in psychology, computational neuroscience, economics, and political science.

We first present a summary table comparing how these literatures have addressed the different hallmarks of

habitual behavior in Table S1. We mark in bold what we view as being the “best practices” of measurement. Some

of the attributes - such as time to habit formation - don’t have an ideal best practice yet. We follow the table with

more detailed reviews of each field’s major contributions.
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1.1 Overview

Table S1: General practices and measures of habit features across different social and natural 
sciences. Bold typeface indicates our subjective valuation of best practices 
 

  
Psychology 

Computational 
Neuroscience 

Economics,  
Political Science 

 
This Paper 

Methods Lab & field 
experiments, 
 field data 

Lab experiments Econometrics, 
field experiments 

Machine learning, field 
data 

Data types Self-report surveys 
(SRHI), behavior  

Behavior, neural 
activity (small 
samples), lesions 

Behavior, often 
large samples 

Behavior, large samples 
and time span (no 
attrition) 

Length of 
habit 
formation 

Thought to be 
around 2 months1, 
estimated from 
increase in self-
report 

Simple motor 
habits, trained 
from <1 hour to 
several hours 

Field 
experiments 
often assume 1 
month2 

Estimated from 
increased predictability  

automaticity measured by self-
report3 and newer 
implicit measures  
 

Response times, 
changes in brain 
activity4 

Typically not 
inferrable from 
choices alone 

No data 

Reward 
devaluation 
insensitivity 
(RDI) 

 Measured in 
“extinction” test5 
after devaluation by 
feeding to satiety 
etc. 

Optogenetics 
modulated habit.6 
Only weak 
evidence for 
short-run (1 hr) 
human tasks7. 
Evidence of rat-
human 
homology8 

Not tested No evidence of RDI 
tested with 
hypothesized 
ecologically-relevant 
reward changes. StepUp 
gym attendance after 
reward increase is 
negatively correlated 
with predictability 

Context 
sensitivity 

“habit discontinuity 
hypothesis (HDH)”9, 
habits more easily 
changed when 
context changes 

Not studied to 
our knowledge 

Behavior 
reduced by 
context change 
(HDH) 

Large set of context 
variables permits 
estimation of individual 
specific context-
sensitivity 

Individual  
differences 

Most studies 
aggregate across 
individuals10 

Learning 
parameters can 
be different 

Most studies 
aggregate across 
individuals 

AUC measures 
differences in 
predictability across 
people. Can compare 
context variables across 
people 
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Footnotes for Table S1:

1 This estimate comes from (2), who compiled panel observational data using self-report questionnaires and fit

individual-level habituation models. They estimated that it took anywhere from a few weeks to over half a year to

reach the 95% asymptote of behavior.

2 One of the first papers in economics to empirically test habit formation used one month (3). While they do not

explicitly justify the choice of one month, they do state “Our results indicate that it may be possible to encourage

the formation of good habits by offering monetary compensation for a sufficient number of occurrences, as doing so

appears to move some people past the “threshold” needed to engage in an activity.” Some later studies continued

to use one month (4). Acknowledging that this might be too short of an intervention interval for habits to form.

(5) wrote “An alternative explanation is that some subjects would have experienced an increase in postintervention

attendance if the intervention period had been longer”.

3 BFCS (“Behavior Frequency x Context Stability”) measure (6) is a self-report index covarying past behavior

frequency with measured contextual variables. It is designed to test behaviors which are repeated frequently in

familiar contexts are more likely to become habitual. The most commonly used self-report measure is the SRHI

(“Self-Report Habit Index”). A subscale has been designed specifically to capture automaticity and is called SRBAI

(“Self-Report Behavioral Automaticity Index”), including questions like “I do this behavior without thinking.”

4 Classic work by (7), recording from rodent brains during maze-running, found concomitant changes in response

times, increases in performance, and reductions in neural signals of imminent reward. We think of these as hallmarks

of automaticity but there may be other markers in humans (e.g. degraded memory for past activity, or misattributions

of cause from habit to internal states see (8)).

5 The classic extinction test paradigm was developed by (9). In an important field experiment with humans akin

to the extinction test, (10), found that individuals continue to eat stale popcorn beyond satiation if they are in a

specific context which cues the habitual behavior (specifically, watching a film or eating with their dominant hand).

6 See (11).

7 See (12).

8 The only paper to find evidence of reward devaluation insensitivity with humans in fMRI (13) has not been

directly replicated. The same feeding-to-satiety paradigm and analogous versions with token-money reward devalua-

tion have not reliably shown devaluation after short-run training (14). Establishing robust devaluation insensitivity

for humans is an active area of research (15).

9 The HDH is the hypothesis that behavioral interventions aimed at changing habits often work best after a

lifestyle change (16). It seems to be an open question whether this is due to changes in prices and opportunities,

or to subtler forms of context-sensitivity in which missing context cues do not trigger associations (or cravings, for

drugs of abuse).

10 As noted in (17), “Theory has also been inadequately tested at the individual level. Most (80 studies; 98%

of all the study sample) studies have exclusively modelled between-person variation in habit, based on aggregates of
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individuals’ habit scores. Yet, habitual action is inherently idiosyncratic, based on personally acquired behavioural

responses to personally meaningful cues. Within-person effects cannot be reliably interpreted from aggregations of

processes that differ between people.”

1.2 Psychology

Psychologists define habit as a behavior which is prompted automatically by contextual cues as a result of learned

context-action associations (18). This definition combines two key attributes of habitual behavior which guide a lot

of the psychology research: automaticity, and predictable context-sensitivity.

Some habit researchers make further distinctions about what should be considered a habit. For example, (17)

argues that the initiation and performance of a behavior are distinct. He classifies behavior into one of three types:

habitually initiated but consciously performed (his example: riding a bike to work every morning), consciously initi-

ated but habitually performed (his example: exercising at the gym), or habitually initiated and habitually performed

(eating a snack in the afternoon). This is a sensible distinction but without measures of automaticity we cannot

apply it to our data. It is simply a reminder that repeated behaviors that we call habits need not be unconscious or

automatic.

Context-Sensitivity

The focus on context-sensitivity came from evidence that habits arise when context-stable behavioral repetition

creates a “transfer” from (internal) goals to (external) associations with environmental cues (19). In the language

of animal learning and instrumental conditioning, an S-R-O relation in which an association is developed between a

stimulus (S), the response (R) it elicits, and a reward outcome (O), becomes habitual as an S-R relation.

Habits are not “innate” to the behavioral repertoire in the way reflexes are (e.g. one is not born with, but

must develop, the habit of tooth-brushing, - unlike the reflex of being startled by something unexpected, which is

present in newborns at birth). Instead, most habits begin as goal-directed behaviors. Eating solid food using a

fork, for example, begins as a very deliberate goal-directed behavior in small children (one which requires a lot of

motor and cognitive control in the beginning). It may take months or even years for eating to become an automatic

motor sequences with little need for cognitive control, such that a habit can form. In adults, who have cheaper

cognitive control and can eat “mindlessly,” the behavior of eating is ripe for developing associations with context and

reward independent of nutritional goals. Specifically, the “trigger” to eat is often transferred to context elements of

the environment which reliably co-occur with the behavior. For example, people who snack frequently in a stable

context are no longer driven by an internal motivation to eat, but rather by an environmental cue (20).

The range of possible context cues is usually idiosyncratic, because they are likely to vary by the type of behavior

and by individual. The context cues most often studied in psychology tend to be physical time, space or social cues

which are easily measurable (such as the location in which a behavior occurs, the day of the week, the time of day,

whether other people were present when the behavior was executed, etc.) (21). However, one can imagine less easily
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measurable contextual cues, such as a specific mood, sensory input or a memory, as triggering a habit. These may

be harder to measure objectively, for example relying on individuals’ recollection of a memory or ability to verbally

describe a feeling, but are still important. In clinical studies for example, stress and visual cues that induce craving

states are often measured given their importance for behavior (22–24). Psychology and applied psychology (e.g.,

health behavior research) are disciplines that are the most focused on, and seek to measure, context-sensitivity.

Automaticity

The other attribute that psychologists seek to measure to determine whether a behavior is truly a habit is

automaticity (25, 26). A behavior is considered automatic is if it “brought to mind by cognitive processes largely

outside of conscious awareness” (21) (pg. 14).

An early start on this definition came from (27), who presented four criteria of automatic behavior. The first is

awareness of the cognitive process which gives rise to the behavior. The second is intentionality – or control – over

the initiation of the cognitive process. The third is efficiency – automatic processing requires fewer mental resources.

And the fourth is control – the ability to stop or alter the cognitive process after it has begun. Even if there was an

easy way to measure all four of these, Bargh noted that not all of the criteria need to be met in order for a behavior

to be considered automatic. In fact, a behavior which only meets two or three may still be automatic, confusing

the definition even further still. More recent theoretical models of automaticity have maintained the view that it

is a multidimensional construct, continuing to emphasize the unintentionality, uncontrollability, and unconscious

execution of behavior (28).

Animal learning studies also illustrate how simple theories of automaticity and habit are often hard to evaluate

conclusively. (29) trained rats on a two-lever-press paradigm for 20 days or 60 days, then tested for automatic-

ity and sensitivity to reward devaluation. The more extensively trained rats performed the rewarding lever presses

more often and more quickly (by these measures, their behavior became more automatic). But both groups exhibited

similar insensitivity to reward devaluation and a difference in apparent goal-directed control of the two different levers.

Measurement

Next, we’ll examine the most common measures used in psychology to assess context-sensitivity and automaticity

of behavior. Classic research on habits (e.g. in animal learning studies) inferred habit from observed behaviour in

response to cues. However, psychological research with humans has typically used self-reported answers to questions

about a participant’s own behavior. In a meta-analysis looking at 136 empirical studies which applied ideas from

the habit literature to health behaviors over the years 1998-2013, (17) found that self-report scales are still the main

methods used to measure habitual behavior. Two scales dominate the literature.

The first scale – relied on by 88% of the studies in Gardner’s meta-analysis – is the SRHI, or “Self-Report Habit

Index” (30). Its popularity stems from the fact that the questionnaire is short (a 12-item scale), direct and has

become the standard in psychology. One of the questions asks the subject to rate their agreement with the following

statement on a Likert scale: “I do this behavior without thinking.” A subscale of SRHI was designed specifically to
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capture automaticity and is called SRBAI (“Self-Report Behavioral Automaticity Index”).

Accurately self-reporting habits and automaticity relies on good memory meta-cognition (our thinking about

our thinking). This raises a fundamental question about limits to accuracy of self-reports about habit and their

automaticity. This question has been debated extensively in the applied psychology literature (31–34).

However, as (35) argue, the SRHI infers habit from reflections on symptoms of habitual responding– such as

proceeding without effort, conscious awareness, conscious intention, etc.– rather than assuming people have deeper

insight into habitual regulation. There could be other limitations of self-report, such as misconstrual of items. It

could also be that asking people to reflect on the characteristics of behavioral performance may lead them to report

behavioral frequency rather than habit symptoms. However, (36) found from think-aloud protocols that only 10%

of responses indicated problems.

Another popular measure – used by 12% of the studies in Gardner’s review – was Ouellette and Wood’s (1998)

BFCS (“Behavior Frequency x Context Stability”) measure. This is a self-report index co-varying past behavior

frequency with context stability. This measure is based on the assumptions outlined earlier that behaviors which are

repeated frequently in familiar contexts are more likely to become habitual (18). The questions aim to assess both

directly, phrased as “how often do you do this behavior?” and “when you do this behavior, how often is this cue

present?”

The BFCS self-report clearly depends on accurate memory recall and metacognition. It is conceivable that more

habitual activities are less well remembered. Consider the example of checking a mobile phone. Using a smartphone

app which calculated true frequency of phone use, (37) were able to track the phone behavior of 27 participants

over the course of 14 days. They found that there was no correlation between true phone-checking behavior and a

self-report measure called the Mobile Phone Problem Use Scale (“MPPUS”). The MPPUS is a 27-item questionnaire

that includes items such as “I can never spend enough time on my mobile phone”. This anecdote points to another

fault with self-report measures: they are inherently retrospective, relying heavily on hindsight. But memory degrades

quickly – with the details of a morning becoming foggy as one enters their afternoon – meaning the timescale at

which these questionnaires are administered is crucial.1

A more systematic review comes from (38), who ran a meta-analysis of 47 studies to measure the link between

logged and self-reported digital media use. To evaluate the association between self-reported and logged media use,

66 effect sizes from 44 studies were considered (n=52,007) and correlations were calculated with robust variance

estimation (RVE). Their analysis concluded that self-reported media use has a positive but medium-magnitude rela-

tionship with logged (objective) measurements (r=0.38, 95% CI = 0.33 to 0.42, p <0.001). Furthermore, problematic

media use showed a slightly smaller association with usage logs (r=0.25, 95% CI = 0.20 to 0.29, p <0.001). These

studies, along with another relevant critique from (39), point out the challenges of self-reporting some aspects of

habits from memory.

Besides these two most common scales, two other measures in Gardner’s meta-analysis were used in just one study

1A modern technique which the smartphone makes available is real-time experience sampling where people are prompted to discuss

situational cues and whether they are executing a habit.
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each (1% of the sample each; proportions add to more than 100% because of rounding). The EHS (“Exercise Habit

Survey”), used in one study, is similar to BFCS. The other measure was an association test, designed to measure

cue-behavior associations underpinning habitual behaviors (an implicit association test).

So while psychologists have identified two important elements of habitual behavior - context-sensitivity and au-

tomaticity - there have been some concerns about how good their current measurement tools are as proxies for true

habitual behavior (1).

What behaviors can become habitual?

Psychologists study habits across a range of behavioral domains. Popular domains of study include activities

which are done frequently: eating, exercising, and hygiene behavior. However there is some debate around how

complex a behavior can be before it can no longer be considered a candidate for becoming habitual. This is in

part due to research which has demonstrated that simpler actions like drinking water tend to become habitual more

quickly than complex actions like exercise routines (2). The idea is also evident in animal learning, in which chained

motor sequences are slower to form habits (7).

Focusing on the two behaviors covered in this paper, hand-washing seems to be ripe for becoming habitual because

it involves a short motor sequence. (40) (pg. 248) suggest that hand-washing habits “minimize[e] cognitive resources

required for a given behavior to ensure that it can be performed with a maximum of patients and/or for when such

resources are especially needed”.

Whether exercise can become habitual is more debatable (41). Physical activity, particularly travelling to a gym

for exercise, is different from other familiar habitual behaviors. Two differences worth noting are that it is a multi-

step behavior, not a simple motor action, and that it takes a long time to perform. However, the type of exercise

which is done inside a gym is often a relatively straightforward motor action as well. Running on a treadmill, rowing,

lifting weights – while requiring “control” and “awareness” and hence not meeting the definition of automaticity – are

simple enough that many gym goers are able to multi-task while doing them – as is obvious by watching gym-goers

listening on their headphones, holding a conversation, reading or watching TV while they exercise. Secondly, the

other attribute of habitual behavior, context-sensitivity, is likely present for gym goers. Location, other people, time

of day, or biological states (for very regular exercisers) are likely candidates for cuing the decision to attend the gym.

Speed of Habit Formation

Behavior goes from being goal-directed to being habitual through frequent repetition in a context-stable state.

Many researchers have been interested in this habit formation process, and in particular, how long it takes for a

habit to form. However, answering this question using traditional tools from psychology is difficult because it requires

a significant amount of data collection (obtaining regular SRHI responses over many days, as an example). This

requires researcher time and persistent longitudinal engagement by subjects. Hence, only a handful of studies have

been done to answer this question (2, 42, 43).

A seminal study is (2). The researchers collected SRHI measures for 82 subjects daily over the course of 12 weeks
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for an eating, drinking or physical activity behavior chosen by the subject. (2) then fit a curve to each individual’s

self-report scores through time in order to measure the time it took them to reach 95% of the asymptote (their

definition of when something became a habit). They were able to fit the model for 62 individuals and obtain a good

fit for 39 out of those 62, finding that “performing the behaviour more consistently was associated with better model

fit.” Their results showed that the median time to habit formation was 66 days, with a range of 18 to 254 days to

habit formation depending in part on the complexity of the behavior (e.g. the relatively simple act of drinking a

glass of water was quicker to form habits than a more complex physical activity).

Another study looked at the development of exercise habits by asking new gym members to complete surveys over

the course of 12 weeks (42). They found that exercising at least four times per week for 6 weeks was the minimum

requirement to establish an exercise habit, based on the time at which behavior appeared to reach an asymptote

(i.e. not change significantly after that time period). The most recent observational study focused on the effect of

circadian cortisol (modulated by time of day) on the development of a simple physical habit. (43) tracked 42 French

students for 90 days as they did a stretching exercise behavior. Some students were assigned to do it in the morning

(when cortisol levels are high) and some in the evening (when cortisol is low). The SRBAI was collected daily, and

the speed of habit formation process was then modelled using learning curves by fitting a four-parameter logistic

curve to SRBAI responses. The curve-fitting process was successful, converging for each participant (in contrast

to the power function following (2), which the researchers also tried, finding that only 48% had a moderate fit as

defined by R2 > 0.70). Their results showed that the morning group achieved automaticity at an earlier time point

(106 days) than the evening group (154 days), concluding that time of day influences the speed of habit formation.

Of these three quantitative studies, all showed that “habit typically develops asymptotically and idiosyncratically,

potentially differing in rate across people, cues and behaviors” (44) (pg. 220).

1.3 Computational Neuroscience

What does habitual behavior look like in brain activity? This has been the driving question for much research

in computational neuroscience. This research tends to focus on the neural basis of the two types of cognitive

processing mentioned in the last section: “goal-directed” behavior, a more deliberate cognitive functioning, and

habitual behavior. The existence of these respective decision making systems is now well-accepted and commonly

modeled theoretically as model-free (MF) and model-based (MB) decision-making (45–47). MF learning transitions

to habit learning with extensive experience.

When a new habit is being learned, inputs to the midbrain dopamine system drive dopaminergic neural activity

which encodes reward prediction errors (RPEs). These RPEs serve as learning signals. Learning an accurate

prediction of a stable reward results in smaller and smaller reward prediction errors over time. These signals are

thought to modulate synaptic plasticity in the striatum which in turn serves as the ”gate-keeper for tentative motor

plan representations” (48). The striatum can be further segmented into two distinct areas: the dorsolateral striatum

(DMS) and the dorsomedial striatum (DLS).

Instrumental behaviours which respond to reward values may start out as goal-directed actions largely controlled
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by the associative striatum (DMS), which controls more goal-directed activity, when they are first being learned. But

under certain conditions and with enough repetition, these behaviors may become habitual and no longer contingent

on reward. Then cognitive control shifts to the sensorimotor striatum (DLS), which controls more stimulus-driven

behaviors (49, 50). Functional MRI studies which are used to localize brain activity during decision making have

confirmed that habitual processing tends to occur in the “sensorimotor loop,” which connects the basal ganglia with

the sensorimotor cortices and parts of the midbrain (13, 49). Brain scans have therefore been used to confirm that

the brain has two independent sources of action control which govern behavior, and to help determine whether a

behavior is habitual or goal-directed (12).

So what are the conditions necessary for a behavior to move from being goal-directed to being habitual? The

animal literature suggests that habituation requires a behavior to be repeated many times – a process known as

“overtraining” (13). Another variable which seems to contribute to habit formation is learning under stress. Lab

studies have found that inducing stress (in animals, including humans) leads to quicker formation and reliance on

habitual behavior (51). Finally, optogenetic studies using rodents found that the disruption of rodent infralimbic

cortex (a region in the medial prefrontal cortex which has been shown to be necessary for the expression of habits)

temporarily blocked habit responding (11).

One important test used to determine whether a behavior is habitual or not is a test of sensitivity to reward

devaluation. The procedure originated in animal learning studies, with (9), who studied how lever pressing in rats

could become habitual. When they analyzed habit, they described it as a behavior which becomes so automatic

that even devaluation of the reward value of an outcome will not have a large effect on the execution of the habitual

behavior. Specifically, they found that mildly poisoning a food pellet after a rodent has developed a highly-trained

habit of lever-pressing for the pellets did not deter the rodent from continuing to press the lever. This phenomenon

has been termed insensitivity to reward devaluation, and is a behavioral hallmark of habitual processing.

There is some evidence of insensitivity to reward devaluation in humans. (13) trained participants to learn

that responses to two different fractal images were associated with two different snack rewards. After overtraining

(choosing their preferred fractal many times in short succession), they were given one of the snacks to eat to satiety,

which presumably devalued it. Subjects who had food devalued this way continued to choose the fractal associated

with the devalued foods, indicating habit. This is evidence of human insensitivity to reward change similar to the

animal experiments.

However, other researchers have not been able to replicate these findings (14). This raises the question of

whether an experimental paradigm using rodents can be easily transferred to human behavior. Another concern

which has been raised about the reward devaluation paradigm is that it implies that behavior which is not goal-

directed is necessarily habitual. For example, the goal-independent behavior may not be context-sensitive (21) (pg.

23). However, there remains an interest in replicating this effect with humans with different paradigms and training

protocols.

One of the best studies showing insensitivity to reward devaluation in humans is a psychology study. While it does

not have neuroscience data, it is included here because it is a clear illustration of this reward devaluation test. (10)
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found that people were more likely to overeat stale (”devalued”) popcorn in a context which cued habitual behavior

of eating popcorn (e.g. watching a movie in a cinema) but not when they were in an unfamiliar popcorn-eating

context (e.g. watching a movie in a meeting room, or eating the popcorn with their non-dominant hand) which did

not cue the habitual behavior. The effect captures a two-way interaction (cinema vs. meeting room or dominant

vs. non-dominant hand and whether the popcorn received was stale or fresh) and is evident only among individuals

classified as ”high habit” (vs. medium or low habit) per self-reports on a 7-point scale used to assess habit strength

for eating popcorn in movie theaters. The same study found that for low or medium habit individuals, or high habit

individuals in novel contexts, like eating popcorn in a meeting room, behavior remained sensitive to reward value

and decreased in frequency when the popcorn was stale (devalued).

There is some indirect evidence that the reliability of the reward history is associated with habit formation, as

measured by insensitivity to reward devaluation (which is a central concept in (52)’s theory of neural autopilot).

For example, (53) track the fraction of trials on which a model-free system or goal-directed system recommends the

optimal choice. These fractions are then compared by an “arbitrator” system which weights actions recommended by

the two systems according to their recommendation accuracy. Using fMRI they report evidence for neural circuitry

consistent with this arbitration computation.

There is substantial evidence that habit formation is stronger after training on a random interval schedule

compared to a random ratio schedule. (These “schedules” are terms from animal learning theory referring to how

often, and based on what behavior, reinforcing rewards are delivered.) In ratio schedules reward is based on the

animal’s behavior– e.g., each lever press has an independent 1/30 chance of being rewarded in a so-called RR30

schedule. In interval schedules, reward is based on passage of time– e.g. every 2 seconds, there is a 10% chance

of reward being delivered upon the next lever press, in a so-called RI20 schedule. In RI20, if the animal waits 20

seconds, then reward will be delivered with certainty upon the next lever press. In RR schedules there is no such

guarantee.

Reward reliability in (52) is defined by the absolute value of reward prediction errors. Consider the simple

case in which rewards, normalized to 1, are random at rate p. Then the expected reward reliability is p(1 − p)+ |

(0 − p)(1 − p) |= 2p(1 − p). This expression has a minimum at p∗ = .5 and is increasing for lower and higher

reward rates. In most animal learning paradigms, the reward rate p is well below .5, so that reward reliability is

increasing in the reward rate p. In the experiments of (54), the reward rate is higher from the interval schedule than

in the ratio schedule training; and habit formation is stronger after interval schedule training. This is a small bit of

evidence consistent with a role for reward reliability. In addition, (55) reports slightly stronger habit formation when

the reward rate is higher (RR15 compared to RR30 in experiments 2 and 1), also consistent with a role for reward

reliability.

Habitual behavior that is automatic is accompanied by measurable psychological and biological features, including

faster response times, limited attention during choice (50) and degraded declarative memory (explaining the basis for

choice when asked, see (56)).2 These attributes can be studied using a range of measurement tools, some of which

2Studying two patients with large MTL lesions, (57) found neurotypical-level performance in an overtrained discrimination task with
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are more portable outside of a laboratory setting, including eye-tracking methods to measure attention.

1.4 Economics

Economic theories and empirical tests have generally used the term “habit” in one way: To describe history-dependent

“adjacent complementarity” of goods or services 3. The theories are motivated by strong evidence of empirical

correlation between past and current consumption. These models therefore specify consumption utility as a function

of actual immediate consumption relative to a reference point or ‘consumption habit’ (60–62).

This approach was never empirically microfounded in psychology or neuroscience but it is mentioned prominently

in the earliest studies creating a foundation for intertemporal choice. (63) wrote: “One cannot claim a high degree

of realism for [consumption insensitivity], because there is no clear reason why complementarity of goods could not

extend over more than one time period”.

In conventional microeconomic consumer theory, “complements” are pairs of goods X and Y which increase each

other’s marginal utilities when consumed together—that is, the marginal utility of X is greater if you have more Y.

Familiar examples of complements include hot dogs and hot dog buns, hammers and nails, and computer hardware

and software. Koopmans’s point is that complementarity could extend to the same good consumed in adjacent

periods (called “adjacement complementarity”). Rather than treating hot dogs and hot dog buns as complements,

yesterday’s hot dogs and today’s hot dog consumption are considered as possible complements.

In one macro-finance specification (64), the crucial variables are current consumption Ct and habit Xt. Util-

ity depends on past aggregate consumptions Ct−1, Ct−2. . . through another equation. In that specification Ut =

(Ct−Xt)1−γ−1
1−γ (and Xt is related to previous consumption levels in a complicated way).

Such preference assumptions were used in macroeconomics and finance to explain facts which are puzzling in

specifications in which utility depends only on consumption (65, 66). (64) motivate their specification with the

following hypothesis4: “repetition of a stimulus diminishes the perception of the stimulus and responses to it”

(pg. 208). This is indeed a property of sensory systems which are adaptive. However, these types of “repetition

suppression” are very short-run (e.g., seconds to minutes or days). Whether the same kind of history-dependent

adaptation works for, say, quarterly consumption by a household is an open question.

(68) derives a set of axioms relating the functional form of habitual history-sensitivity to underlying principles

that are mathematically equivalent. The functional representation of utility is:

no declarative memory or conscious awareness. Thus, lesion patients could perform the task automatically. However, performance was

completely degraded to random on a minor task variant. The two patients also learned the task about as quickly as four monkeys did.
3Another form of habit is the idea that the discount factor depends on consumption (58). They appeal to an intuitive concept of “habits

of thrift” or luxurious spending hypothesized by (59) (pg. 337-338) (with no evidence) which link more income to less patience. This

concept is theoretically interesting but appears to be empirically counterfactual, as much evidence suggests higher income is associated

with more patience, rather than less patience.
4The phenomenon they are describing is similar to reward prediction learning or, in perception, is called “repetition suppression” (67).

It would be useful to explore even a highly speculative link between these psychological foundations and the hypothesized micro-foundation

for macroeconomics further..
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Uh(c) =

∞∑
t=0

δtu

(
ct −

∞∑
k=1

λkh
(t)
k

)
where hk is the habit consumption history k periods in the past and λk is a decay factor which weighs more

distant consumption history less.

A bolder extension of adjacent complementarity is called “rational addiction (RA)” (69). In this approach, current

utilities depend on consumption history, due to adjacent complementarity, much as in the (68) formalization. But it

is also coupled with self-awareness of the history-dependent structure and planning about the future. In this model,

“rationally addicted” people understand that if they consume more X today, they will value X tomorrow more highly.

The key prediction of the RA model is that current consumption will depend on current prices and will also

depend on expected future prices. For example, once they hear that a large cigarette tax increase will take place

soon, rationally-addicted smokers might quit a habit abruptly - before the increase occurs. They’ll quit right away

because they prefer, today, to be an ex-smoker at time T when the tax goes up; otherwise, continuing to smoke at

T will be too expensive.

Both the macro-finance and RA specifications are natural in economics because the primitives in economic analyses

are stable preferences, Bayesian beliefs, and budget constraint. Habit can then enter into the theory in one of those

three ways. The default approach is to define habit as current preference depending on past consumption.

Conventional economic theory with these ingredients does not have learning, RPE, reward reliability in it. There

is also no implicit cost of mental effort. And there is no attempt to relate the history-dependent model to adaptive

functionality or to neural implementation.

Most economic empirical studies using the RA approach treat the fact that history-dependent consumption could

be present in a wide range of goods and activities as a provocative prediction. “People can be addicted not only

to harmful goods like cigarettes, alcohol, and illegal drugs, but also to activities that may seem to be physically

harmless, such as sports participation, shopping, listening to music, watching television, working, etc.” (70) The

RA approach does make the non-obvious prediction that current behavior depends on expectations of the future, in

sharp contrast to the neuroeconomic habit model which is not forward-looking.

There are many studies of RA. There are two limits in these previous empirics: (1) Most of the early empirical

evidence uses very coarse time scales (e.g., quarterly tax receipts to measure state-by-state cigarette consumption);

and (2) estimates of the expected future price component are not very good. Expected future prices are usually

proxied by past prices, and these proxies may not be independent of current consumption. Even very sophisticated

tests on coarse quarterly data have very limited power to test whether there is actually forward-planned RA.

(71) demonstrate the kinds of biases that can lead to results consistent with RA even when the basic data-

generating process has no actual adjacent complementarity mechanism. The central test of the forward-looking

property of RA is whether current consumption is increasing in (expected) future consumption. Simulations show

that when the consumption time series is highly auto correlated (as is typical), even if there is no history-sensitivity,

the RA prediction can spuriously appear to hold. However, other diagnostic features of these tests (such as inferred

discount factors reasonably close to 1) can also fail in both artificial and actual data sets.
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An illustrative example of how history-sensitivity is used in empirical practice is (72). He derived a tractable

way to test whether optimal consumption with habit can be rationalized nonparametrically, in the sense that one

can find some set of inferred utilities, satisfying simple restrictions like GARP and extended to allow adjacent

complementarity, which fits a data set on consumption. The logic of this exercise is that if no set of inferred utilities

can “rationalize” the data, then the specification of stable utilities with adjacent complementarity is incorrect.

Crawford applied the method to data on quarterly smoking expenditures for 3,134 Spanish households. The

best-fitting habit lag is two quarters. Most households’ (91%) data can be rationalized using two lags (compared

to only 24% with one lag), but the power of the two-lag test is not very high (only 20% of random-generated data

would fail the test for optimization).

History-sensitivity is seen again and again in many types of data: It is established in internet use (73) and

employment (74). In marketing it is attributed to inertia or brand loyalty (75–77)5.

The boldest predictions of the RA theory seem to be just flat wrong. In theory, rational addicts should take

advantage of volume discounts on addictive goods, because they will optimally self-ration the goods over time.

There is no direct evidence of this pattern (e.g., alcoholics buying in bulk and self-rationing), although it could be

that rational addicts are liquidity-constrained. Instead, (79) found in lab and field data that “vice” goods, such as

cigarettes, are often purchased in smaller quantities, have higher quantity discounts, and have lower price elasticities

than similar virtue goods, regardless of liquidity-constraint. There is also substantial evidence that restricting hours

at which addictive goods are sold (typically alcohol) reduces consumption (80). This is inconsistent with rational

forward-looking optimization by addicts, who should plan their shopping around reduced hours.

For the purposes of this paper, we also note that the economic RA model does not connect with what is known

from psychology and cognitive neuroscience. The latter is loosely constrained by the philosophy that a good un-

derstanding of a behavior should have an explanation for adaptive functionality, algorithmic specificity, and neural

implementation.

(81) introduced an economic model of a specialized idea of context-sensitivity, from clinical psychology and

neuroscience, to explain cue-sensitivity of addiction. In the model, the presence of a state-dependent cue actually

changes utility. If a cue value is xi, and consumption activity is ai (=0 or 1), then the period-specific utility is

assumed to be u(ai, xi) = u(ai − λxi) + (1− ai)η where (1− ai)η is the expected utility of the next-best activity if

the target activity is not done.

This is a simple economic translation of the evidence about biological addiction from opponent processes to

maintain homeostatis, but it is not a biologically plausible general model for everyday habits. An implication of the

Laibson specification is that mere presence of the cue creates negative utility (through unpleasant craving) if the

good isn’t consumed. In the PCS view, the presence of a cue is typically not pleasant or unpleasant; it just predicts

behavior through a neural autopilot mechanism driven by reward reliability, rather than via unpleasant craving which

addicts “self-medicate” to avoid.

5There is some evidence of what (78) calls “situations” (the same as our cues or states) influencing choices but it has not been an

active area of research.
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(82) create a more general model tailor-made to understand addictive habits. Preferences are influenced both by

a numerical state, which catalogs consumption history, how frequently states trigger an involuntary “hot” craving

state, and some other features. Their model is not as much a specific theory, as it is a modelling language to describe

different kinds of addiction patterns and invite empirical estimation.

The Laibson homeostatic cues model and Bernheim-Rangel M-states model are two examples of state-sensitivity

of preferences which go beyond the history-sensitivity in so much empirical work. In their models, the relevant

state, on which preferences depend, is a cue or history variable. The idea is that what people subjectively value

could depend on an environmental or contextual state (83). Nothing is new or surprising about that– umbrella

preference goes up when it’s raining. Historically, however, economists were reluctant to allow too broad a range of

state-sensitivity of preferences for fear—probably legitimately—that doing so would lead to an erosion of falsifiability.

Common examples in which state-sensitivity is central are examples like health, in which health quality (a physical

state) clearly influences subjective value of leisure or work.

1.5 Political Science

Political scientists have studied habit in the domain of voting. Voting is interesting for our purposes because it is very

infrequent— particularly compared to hand-washing or gym attendance, and to other activities studied in empirical

applied psychology. It is similarly far from the animal learning-based concept of motor habituation and insensitivity

to reward change from hundreds of rapid trials in short time spans, on the time scale of hours or days.

We do not know if the term “habit” should be associated with voting at all, because it seems so dissimilar in

many dimensions to animal learning, exercise or eating habits, and most others reviewed in this section. And it also

could be that what is called acquisition of a voting habit is better explained by a change in costs and benefits or

other causal explanations (84).

We include a discussion of these studies because at least one voting study (85) did link to habit scales. We also

think that interested readers who are unfamiliar with these studies can learn a little and judge for themselves whether

these political behaviors should be considered habits and how they can be better studies.

Most of the studies show that voting behavior does exhibit some context-sensitivity. Researchers have mostly

focused on how a disruption to total voting (“turnout”) in one election affects subsequent turnout. The disruptions

that are diagnostic are exogenous “natural experiments” which suggests possible causality, as if an experimental

treatment changed voting for some people but not similar others. If skipping voting one time breaks one’s “taste for

voting” – reducing the likelihood of voting in future elections – then voting is considered habitual, in the history-

dependent sense, in these articles. And as with many behaviors, past voting behavior predicts future behavior

(86).

These studies are of three types.

• Observational studies seek to isolate the impact of an “as-if random” inducement to vote in one year, on voting

turnout in subsequent election years (87, 88).
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• Experimental studies apply a truly random assignment to inducement to vote and test whether it increases

future voting (89, 90).

• “Quasi-experimental” causal identification studies use regression discontinuity designs which take advantage of

strict voting eligibility requirements – e.g. to test whether two similar people born days apart (91) vote more

in the future, if one got a lucky chance to vote before while the other person did not.

A challenge, as pointed out by (92), is that these designs often suffer from weak identification of short-run and

long-run effects. For example, if an inducement to focus on the treated election is focused on encouraging people to

“do their civic duty,” this effect of social pressure may endure into the next election, independent of habit formation.

Similarly, the early inducement may lead to increased interest in politics, which then causes the later turnout.

More recent work has acknowledged that behavior alone is not enough to label an action as habitual, citing the

psychology literature on automaticity and context-sensitivity as inspiration for creating a self-report voting habit

index akin to the SRHI. (85) developed a 7-item scale for “voter turnout habit” and validates it using UK and US

voting data. He argues that the “cost” of voting (93) will be lower when voting becomes habitual.

Other papers have looked at the consistency of environmental context voting behavior by looking at voting rates

following a change in home address or voting location address. This approach is a special case of our general focus

on PCS except for a narrow range of context variables and a long time between behaviors (and unfortunately, also

a change in cost).

For example, (94) found that the consolidation of voting precincts in Los Angeles country decreased overall turnout

substantially (which was partially, but not fully, offset with an increase in absentee votes). This change is consistent

with the hypothesis that removal of the environmental cue of the physical precinct deterred some individuals from

voting. (95) found that both self-reported previous voting and not moving (situational consistency) were associated

with voting. Research into other contextual cues, like time of day, which may be predictive of voting behavior has

been more limited (85).

2 Dataset Descriptions

The purpose of this section is to provide additional detail on the two main datasets used in this paper, along with a

full list of the context variables which were used to train the LASSO models.

2.1 Hand Washing Data

Hand-hygiene data came from Proventix, a company which uses RFID technology to monitor whether a healthcare

provider sanitized their hands during a hospital shift. The initial dataset tracks 5,246 hospital healthcare workers

across 30 different hospitals. The dataset spans about a year, with over 40 million data points, each corresponding

to whether an individual did or did not wash their hands. Each data point has a timestamp, room, and hospital

location.
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We further infer several other attributes, such as time of day and individual-level variables such as whether the

healthcare worker complied (washed their hands) in this room previously. A full list of the variables that are used

follows in Section S2.3.1.

2.2 Gym Attendance Data

We obtain check-in data from a North American gym chain, containing information for 60,277 regular gym users

across 560 gyms. The data spans fourteen years, from 2006 to 2019. There were initially over 12 million data points,

each corresponding to one gym check-in. Each data point is accompanied by a timestamp, gym location, and other

information about the gym (such as the number of amenities and wi-fi availability, which we do not use in this

analysis).

We further infer several other attributes, such as the day of the week and individual-level variables such as the

time since gym membership creation. A full list of the variables that are used follows in Section S2.3.2.

2.3 Description of Context Variables

2.3.1 Hand washing data

• Time at work: minutes elapsed since the start of a person’s shift.

• Rooms visited in shift: number of rooms the caregiver had visited previously during the shift.

• Compliance last opportunity: an indicator variable of whether the caregiver washed her hands at the last

opportunity.

• Time since last opportunity (mins): minutes elapsed since the last opportunity.

• Time since last compliance (mins): minutes elapsed since the last compliance.

• Frequency of patient encounter: percentage of time in patient rooms as a fraction of time worked. At any

moment in the shift, this is defined as
cumulative time spent in patient room

cumulative time elapsed in shift
.

• Entry indicator (0-1): an indicator of whether the opportunity to wash is an entry (1) into a room (as

opposed to an exit (0) from a room).

• Previous unit compliance: average compliance (%) across previous shifts in the current hospital unit.

• Unit frequency: % of previous shifts in the current hospital unit.

• Previous day-of-week compliance: average compliance (%) across previous shifts in the current day of

week.

• Day-of-week frequency: % of previous shifts in current weekday (compared to other weekdays).

• Previous room compliance: average compliance (%) across previous shifts in the current room.
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• Room frequency: % of time spent working in current room (compared to other rooms in the same hospital).

• Room compliance of others: average compliance rate (%) of other caregivers in the current room.

• Compliance last shift: compliance rate in the last shift before the current one.

• Days since start: number of days worked since the observed start date.

• Time off: hours elapsed between end of the last shift and the current shift.

• Streak: number of consecutive shifts with less than 36 hours apart.

• Hour-slot fixed effects: time of day is divided into four categories: 12am-6am, 6am-12pm, 12pm-6pm, and

6pm-12am.

• Compliance within a room: an indicator of whether the caregiver washed her hands in this room in the

current opportunity (e.g. if she washed upon entry, this variable value for the exit opportunity is equal to 1).

• Month of the year.

2.3.2 Gym attendance data

• Streak: number of consecutive days with gym visits prior to the current day.

• Day-of-week streak: number of consecutive corresponding day-of-the-week gym visits prior to the current

day.

• Time lag: number of days since the last gym visit.

• Attendance last 7 days: number of gym visits during the last 7 days.

• Month of the year.

• Day of the week.

3 Analysis Details

The purpose of this section is to provide additional detail on our analysis methodology. Specifically, we provide

a formal description of the LASSO models and include a discussion of the model output (predictability) vs. a

traditional measure of habit (frequency). We then provide a formal description of the exponential model used to fit

the behavioral data to identify speed of habit formation, and discuss model.
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3.1 Individual LASSO Regressions

We apply LASSO logistic regressions at the individual level. LASSO is an acronym for “Least Absolute Shrinkage

and Selection Operator”. LASSO is good for our purposes because it can improve out-of-sample predictive accuracy

by reducing variance without significantly increasing bias. It also useful for feature selection via shrinking many

insignificant variable coefficients towards 0. This property winnows down a large set of variables to smaller subsets.

For each individual, we select about 15% of their time series data as a holdout (“test”) set on which we will assess

the performance of the model. For the remaining (“training”) data, we train the model based on the following logit

specification:

P(Yt = 1) =
exp(β0 + Stβ1)

1 + exp(β0 + Stβ1)
,

where t indexes time, Yt is the binary outcome variable indicating whether a habit was executed at time t, and St is

a vector of state variables. The list of state variables St used in each dataset can be found above in Section 2.3. The

LASSO includes a penalty term weighting the sum of absolute values of coefficients ‖β1‖1 by the tuning parameter

λ. The coefficients β̂1 are chosen to minimize the following loss function:

L(β | λ) = − log

[∏
Yt=1

exp(β0 + Stβ1)

1 + exp(β0 + Stβ1)

∏
Yt=0

1

1 + exp(β0 + Stβ1)

]
+ λ ‖β1‖1 .

As is standard with machine learning applications, we use stratified 5-fold cross validation to pick the optimal

λ. In particular, the holdout set and the 5 folds used in cross-validation are selected such that the proportions of

observations with Yt = 1 in each of them are the same.

To ensure reasonable performance of the LASSO model, we omit from the analytical sample people with too few

observations (fewer than 365 for the gym data and fewer than 1000 for the hand-hygiene data), and with unbalanced

habit execution rates (< 5% or > 90% for gym attendance, and < 20% or > 80% for hand-hygiene). Methods like

LASSO are known to not estimate and predict well with small samples or unbalanced samples of binary outcomes.

We report the summary statistics of the full sets of LASSO coefficients in Tables S2 and S3 below.

Table S2: Context Predictors of Gym Attendance

Summary statistics for the context cue variables for the individual LASSO models, sorted by variable importance

(sometimes called “feature importance” by machine learning scholars). Importance is measured by averaging the

absolute values of the standardized LASSO coefficients across individuals. The Q1, Median, and Q3 columns present

the first, second, and third quartile coefficient values for the sample. The columns % zero, % positive, and % negative

are the percentage of the individual LASSO models that had coefficients with zero, positive, and negative values,

respectively. For more detailed descriptions of the context predictors, see S2.3.2.

Variable % % % General

importance Q1 Median Q3 zero positive negative predictive effect

Time lag 1.25 −1.40 -0.34 -0.02 22 2 76 74

(Time lag)2 0.92 0.00 0.00 0.86 57 39 3 36

Monday 0.36 0.00 0.11 0.50 32 57 11 46
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Tuesday 0.35 0.00 0.10 0.49 33 56 11 45

Wednesday 0.34 0.00 0.06 0.46 35 54 12 42

Attendance last 7 days 0.34 0.09 0.29 0.47 9 82 8 74

Thursday 0.31 0.00 0.00 0.40 37 49 14 35

Friday 0.28 0.00 0.00 0.27 36 39 24 15

Day-of-week streak 0.23 0.00 0.11 0.30 25 69 7 62

Streak 0.22 0.00 0.00 0.14 36 40 24 16

Saturday 0.22 -0.04 0.00 0.15 35 36 29 7

(Streak)2 0.15 -0.13 0.00 0.00 46 13 42 29

(Day-of-week streak)2 0.13 -0.16 0.00 0.00 48 9 43 34

December 0.11 -0.05 0.00 0.00 47 16 38 22

January 0.10 0.00 0.00 0.05 45 39 16 23

July 0.09 0.00 0.00 0.01 48 27 26 1

August 0.09 0.00 0.00 0.00 48 27 25 2

September 0.09 -0.01 0.00 0.00 49 25 27 2

October 0.09 -0.01 0.00 0.00 49 22 29 7

November 0.09 -0.02 0.00 0.00 49 21 31 10

February 0.08 0.00 0.00 0.02 48 31 21 10

March 0.08 0.00 0.00 0.01 49 29 22 7

April 0.08 0.00 0.00 0.01 49 29 22 7

May 0.08 0.00 0.00 0.00 49 26 25 1

June 0.08 0.00 0.00 0.01 48 29 23 6

Table S3: Context Predictors of Hospital Hand Washing

Summary statistics for the context cue variables (including interactions) for the individual LASSO models, sorted by

variable importance. Importance is measured by averaging the absolute values of the standardized LASSO coefficients

across individuals. Q1, Median, and Q3 columns are the coefficients at the first (lowest), second, and third quartiles of

the sample. % zero, % positive, and % negative are the percentage of individual LASSO models which had coefficients

that had zero, positive, and negative values, respectively. For more detailed descriptions of the context predictors, see

Supplement Materials S2.3.

Variable % % % General

importance Q1 Median Q3 zero positive negative predictive effect

Compliance last shift 0.77 0.66 0.70 0.92 0 100 0 100

Entry indicator 0.35 -0.33 -0.28 -0.04 18 5 77 72

Compliance last opp.×Entry indicator 0.13 0.00 0.00 0.21 49 47 4 43

Compliance last opp.×Time since last opp. 0.12 0.00 0.00 0.00 54 1 45 44

Compliance within a room 0.12 0.00 0.01 0.14 33 51 16 35
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Time since last opp. 0.09 0.00 0.00 0.00 61 24 15 9

(Time since last opp.)2 0.08 0.00 0.00 0.00 74 7 18 11

Room compliance of others 0.08 0.04 0.05 0.12 32 66 2 64

Time at work 0.08 0.00 0.00 0.00 54 4 42 38

Compliance last opp.×(Time since last opp.)2 0.07 0.00 0.00 0.00 74 20 5 15

Prev. room compliance 0.07 0.03 0.04 0.11 32 65 2 63

Compliance last opp. 0.05 0.00 0.00 0.07 47 45 7 38

Time at work×6am-12pm 0.05 0.00 0.00 0.00 78 10 12 2

Time since last compliance 0.05 0.00 0.00 0.00 64 9 27 18

Time at work×12pm-6pm 0.04 0.00 0.00 0.00 73 10 17 7

(Time since last compliance)2 0.03 0.00 0.00 0.00 75 17 8 9

12am-6am 0.03 0.00 0.00 0.00 68 22 10 12

Frequency of patient encounter 0.03 0.00 0.00 0.01 58 31 12 19

Time at work×Patient encounter 0.03 0.00 0.00 0.00 64 8 28 20

Days since start 0.02 0.00 0.00 0.00 83 9 8 1

6am-12pm 0.02 0.00 0.00 0.00 80 7 13 6

12pm-6pm 0.02 0.00 0.00 0.00 77 12 11 1

Room frequency 0.02 0.00 0.00 0.00 63 19 19 0

Time at work×6pm-12am 0.02 0.00 0.00 0.00 82 10 7 3

(Time off)2 0.01 0.00 0.00 0.00 84 8 8 0

October 0.01 0.00 0.00 0.00 81 10 9 1

November 0.01 0.00 0.00 0.00 82 10 8 2

December 0.01 0.00 0.00 0.00 81 10 9 1

March 0.01 0.00 0.00 0.00 82 9 10 1

April 0.01 0.00 0.00 0.00 80 10 11 1

May 0.01 0.00 0.00 0.00 80 9 10 1

June 0.01 0.00 0.00 0.00 80 10 10 0

July 0.01 0.00 0.00 0.00 79 11 10 1

August 0.01 0.00 0.00 0.00 78 11 11 0

September 0.01 0.00 0.00 0.00 82 9 9 0

Day-of-week frequency 0.01 0.00 0.00 0.00 77 13 10 3

Rooms visited in shift 0.01 0.00 0.00 0.00 83 8 9 1

6pm-12am 0.01 0.00 0.00 0.00 84 7 8 1

Prev. day-of-week compliance 0.01 0.00 0.00 0.00 79 8 13 5

Prev. unit compliance 0.01 0.00 0.00 0.00 78 10 13 3

Streak 0.01 0.00 0.00 0.00 78 8 15 7

Time off 0.01 0.00 0.00 0.00 85 8 7 1

Unit frequency 0.01 0.00 0.00 0.00 72 20 8 12

February 0.00 0.00 0.00 0.00 82 8 9 1
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3.2 Model Selection Challenges in LASSO

LASSO is used to choose variables that are predictive (which we call “predictors”). It is well-known that the derived

coefficients of those predictors in LASSO will be different from the estimates of coefficients for the same variables

derived from OLS or logit regressions. This is because LASSO includes what is called a “regularization penalty”–

the sum of squared residuals is added to a weight times the absolute magnitude of the coefficients.6

This difference between the OLS or logit estimate for a variable, and the LASSO coefficient for the same variable,

is an inevitable consequence of LASSO trying to balance the “bias-variance tradeoff”. That is, in LASSO the derived

predictor coefficients are biased away from their true values– they are typically “shrunk” toward zero to reduce the

regularization penalty for high values of β̂. However, this bias is helpful for prediction because it reduces the variance

of the coefficient estimates, which helps to reduce in-sample overfitting. This property in turn guards against a big

drop from good in-sample fits to much poorer out-of-sample predictive fits.

The fact that LASSO is estimating variable coefficients with bias creates two challenges which are special to

LASSO and related regularization methods. These challenges are called “model selection consistency” and “stability”.

Model selection consistency is the answer to this question: If a variable W is truly part of the data-generating

process, will LASSO choose W as a nonzero variable? If the answer is yes, the model selection is consistent (i.e.,

similar across OLS or logit and LASSO). There are conditions under which LASSO is consistent in this sense Zhao

and Yu 96. However, these conditions are asymptotic so they do not tell us anything very informative about finite

samples. Furthermore, there is no procedure for estimating standard errors of LASSO coefficients without very

restrictive assumptions (although Bayesian LASSO can produce credible intervals, Park and Casella 97).

Without standard errors, it is difficult to know how closely the predictors that are selected by LASSO are to the

true coefficients that are generating behavior. Some true variables may be mistakenly regularized to zero by LASSO.

This consistency concern is why strive to be careful in the text by talking about “predictors” rather than “variables”.

“Stability” refers to a different consequence of high collinearity between variables that is special for LASSO

predictor estimation (98, 99) for discussion). High collinearity is always a problem but it has a special consequence

in LASSO. If two variables W and Z are correlated highly enough, LASSO will typically choose only one of the

W or Z variables to have a nonzero value. This is because the squared residuals are not reduced much differently

by including both variables (because they are contributing shared variance in explaining the dependent variable),

but the regularization penalty increases if both variables are included because the penalty would be a multiple of

|β̂W | + |β̂Z | rather than, for example, a penalty of |β̂W | if only W is included and β̂Z = 0 so that the Z LASSO

coefficient is zero. As a result, if both W and Z are included in the feature set of candidate variables, then Which

variable is chosen can vary arbitrarily, meaning that it changes depending on small changes in the sampled values of

6It is crucial in doing this that the variables be standardized in some way, typically by subtracting the variable sample mean and

dividing by the variable sample standard deviation. Otherwise, variables which happen to be scaled to create large coefficient values are

unfairly penalized.
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W and Z. Keep in mind, however, that stability in this sense is similar to what happens in OLS: In OLS or logit

both W and Z variables will have estimated coefficients, but their standard errors are inflated and there can be other

iases in the correlated parameter estimates.)

For readers who are unfamiliar with LASSO, the most important part of this discussion, by far, is what you

have just read: Because of model selection inconsistency, and stability, the set of nonzero LASSO variables and their

predictor coefficients is not guaranteed to overlap with the true coefficient values. This difference is especially crucial,

as noted throughout the main text of our paper, when one is trying to make statistical judgments in comparing

coefficient values. For example, suppose one person in our gym attendance sample has a positive effect of a Monday

dummy variable on gym attendance, and another person has a negative effect on the same Monday dummy variable.

There is no statistical procedure to test whether those effects are significantly different between the two people,

because the LASSO coefficients do not have standard errors. Therefore, any statements about heterogeneity do not

have the usual backing of significance testing. It is still a true statement, and one that may be of some exploratory

or managerial value, that one predictor LASSO coefficient is positive and one is negative. But we cannot have any

statistical confidence that the coefficient signs are different, or any measure of how close the coefficients are compared

to their variances (standard errors).

Next we describe some procedures for trying to evaluate how badly the stability problem (arising from collinearity)

might be undermining our conclusions in our specific data. These procedures were created by us in response to reader

concerns, as an attempt to explore numerically whether consistency and stability are big or small problems. These

analytical procedures to evaluate impact of stability may be less useful, or even misleading, for readers who use

LASSO type methods, as we have, to learn about predictive coefficients. (Readers are therefore encouraged to learn

more and be cautious in using predictor coefficient estimates, or explore Bayesian credible intervals.)

• Since high correlation of pairs of variables W and Z is the biggest threat to stability, we first computed a

two-variable correlation matrix for each person. Then we picked out pairs of variables which had the highest

correlations for a large number individuals. These are pairs of variables for which the median absolute value

of correlation across individuals is at least 0.4. By using the median, our method finds variable pairs that are

substantially correlated for at least half of the individuals. Moreover, we only look at pairs of variables where

there is at least one “important” variable (which is defined by a large percentage of non-zero coefficients and

an imbalance toward either negative or positive signs, as reported in Tables 2 & 4 in the main text).

• For each pair of such correlated variables, we separate all individuals into two groups based on a median split

of the absolute value of correlation. The two groups are individuals with variable correlations above and below

the median.

• We identified whether each of the two variables was included with a nonzero magnitude or was regularized to

zero. This procedure creates four possible selection outcomes of nonzero and zero magnitudes for each of the

two variables.

• For each pair of variables, we looked at the percentage of each of the four possible selection outcomes between
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Best case scenario
Two distinct alternative best case scenarios

(one of the two variables is more predictive)
Worst case scenario

Coefficient

combinations

Both variables or

no variables selected

Variable 1 is more

predictive and selected

Variable 2 is more

predictive and selected

Variables are

arbitrarily selected

(β̂1 6= 0, β̂2 6= 0) x% 0 0 0

(β̂1 6= 0, β̂2 = 0) 0 100% 0 50%

(β̂1 = 0, β̂2 6= 0) 0 0 100% 50%

(β̂1 = 0, β̂2 = 0) 100-x% 0 0 0

Table S4: Stylized LASSO model stability outcomes for two variables that have true positive values

the low and high correlation groups. If there is high instability there will be similar numbers of non-zero

coefficient estimates for both of the variables W and Z in a pair, and that pattern will be more pronounced for

individuals with pairwise correlations larger than the median

Table S4 illustrates two extreme examples of how highly correlated variables, which both have true positive β

values, might or might not be arbitrarily selected. In the “best case scenario”, it is never the case that one of the

variables is selected (non-zero) and the other is regularized to zero. Either both variables are selected or neither are.

In the “worst case scenario” only one variable is arbitrarily selected; in half the individualregressions it is the first

variable that is selected while in the other half it is the second variable. First, we report the results for the 5 pairs

of variables in the 2 datasets in Tables S5 & S6 for which between-variable correlations (averaged over individual

LASSOs) are above .40. Note that the interquartile range for these correlations are around (.40,.60), for gym data,

or (.20,.60), for two variable pairs in the handwashing data. This is somewhat reassuring because it means that only

a quarter of the individuals have collinearity .60 or higher.

The first thing to look for is whether the variable selection combinations look more like the best case or worst case

scenarios. The results are far from the worst case in which there are high percentage of both (β̂1 6= 0, β̂2 = 0) and

(β̂1 = 0, β̂2 6= 0) classifications (as if LASSO is arbitrarily selecting only one of the two correlated variables). Instead,

the results look like a mixture of the three best case scenarios. When only one of the two variables is selected, it is

typically the same variable across individuals.

Second, if the LASSO is indeed selecting variables arbitrarily due to high multicollinearity, then we expect the

percentage of (β̂1 6= 0, β̂2 6= 0) outcomes will go down as we go from the low correlation to the high correlation

groups (and consequently, there will be an increase in the other three of the four categories). However, the results

from Tables S5 & S6 allay this concern, because we do not see such general patterns for the pairs. Indeed, when

there is a change across correlation magnitude columns, it goes weakly in the opposite direction for four out of five

pairs. For example, Table S6 the leftmost pair percentages go up strongly, from 14% to 80%. Furthermore, there is

not a general convergence toward equal frequencies of outcomes with exactly one zero variable selected for each of

the two variables in a pair, when correlations are higher. For example, in Table S5 the percentages for whom only
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one variable is nonzero (rows 2 and 3 for the first two data columns) is 2% and 16% for lower correlation and 6%

and 18% for higher correlations.

There is one odd result based on strength of collinearity ρ, in the first part of Table S6 for the two variables

(Compliance last shift, Days since start). When the correlation is low (|ρ| < .43) the first variable is uniquely selected

most often (i.e., β̂2 = 0). However, when the correlation is high (|ρ| < .43) both variables are selected most often.

We do not have a good explanation for this, but also note that it is the only odd result for the five correlated variable

pairs that are analyzed and reported.

While we did not exhaust all possible correlation structures between the variables, we believe the procedure laid

above indicates that the LASSO stability problem associated with correlated observed variables, if exists, is not that

severe in our data.

(X1=Time lag, X2=Attendance last 7 days) (X1=Streak, X2=Attd. last 7 days)

(Q1, Q2, Q3) = (.40, .50, .59) (Q1, Q2, Q3) = (.46, .52, .57)

|ρ| ≤ 0.50 |ρ| > 0.50 |ρ| ≤ 0.52 |ρ| > 0.52

(β̂1 6= 0, β̂2 6= 0) 78% 70% 60% 60%

(β̂1 6= 0, β̂2 = 0) 2% 6% 3% 6%

(β̂1 = 0, β̂2 6= 0) 16% 18% 34% 28%

(β̂1 = 0, β̂2 = 0) 4% 6% 3% 6%

Table S5: Behavior of LASSO Coefficients Across Pairs of Correlated Variables - Gym Data.

For each pair of variables X1, X2, this table reports the proportions the pair being in one of the four selection

categories, broken down by low & high correlation subgroups. We also report the interquartile range (Q1, Q2, Q3)

(the lowest 25% boundary, median, and highest 25% boundary) for the absolute value of correlation |ρ|.

(Compl. last shift, Days since start) (Compl. last shift, Rooms visited) (Within ep. compl., Compl. last opp.)

(Q1, Q2, Q3) = (.21, .43, .65) (Q1, Q2, Q3) = (.19, .41, .62) (Q1, Q2, Q3) = (.50, .56, .61)

|ρ| ≤ 0.43 |ρ| > 0.43 |ρ| ≤ 0.41 |ρ| > 0.41 |ρ| ≤ 0.56 |ρ| > 0.56

(β̂1 6= 0, β̂2 6= 0) 14% 80% 14% 21% 33% 51%

(β̂1 6= 0, β̂2 = 0) 86% 20% 86% 79% 25% 8%

(β̂1 = 0, β̂2 6= 0) 0% 0% 0% 0% 13% 25%

(β̂1 = 0, β̂2 = 0) 0% 0% 0% 0% 29% 16%

Table S6: Behavior of LASSO Coefficients Across Pairs of Correlated Variables - Hand-washing Data.

For each pair of variable, this table reports the proportions the pair being in one of the four selection categories, broken

down by low & high correlation subgroups. We also report the interquartile range (Q1, Q2, Q3) for the absolute value

of correlation |ρ|

26



Because LASSO is selecting predictors, and not creating unbiased estimates of coefficients, there can be large

differences in which predictors are selected even for different subsamples of an entire sample. Any such differences

are likely to be indicators of potential model selection inconsistency. In other words, except for sampling error, if a

variable has a true positive coefficient in the data generating process, then it should be selected in most subsamples

with a positive sign. If it is sometimes selected and sometimes has a predictor coefficient of zero, then it is possible

it might have a zero coefficient in the full sample. That would be a textbook model of misleading model selection

inconsistency. This challenge is dramatically illustrated by an example in (99) (Figure 2 and pg. 96-98). They took

the prices of 51,808 houses from the a 2011 American Housing Survey, and recorded 150 features for each house

(such as base area, number of rooms, and census region information). In one analysis, they partitioned the entire

sample into 10 subsamples of about 5,000 houses each. In each of the 10 subsamples they ran a separate LASSO.

This created ten vectors of 150 feature predictive coefficients.

One would hope that these ten feature vectors would be highly correlated; but they were not. For each of the

ten subsamples the derived sets of nonzero predictors were not highly overlapping (see their Figure 2).

As they wrote (pg. 96)

Figure 2 documents a fundamental problem: a variable used in one partition [subsample] may be unused

in another. In fact, there are few stable patterns overall.

They note that while the selected predictors vary, the overall predictability is about the same in each subsample.

The stability problem in their analysis arises (pg. 96-97)

...because the variables are correlated with each other (say the number of rooms of a house and its

square-footage), then such variables are substitutes in predicting house prices. Similar predictions can

be produced using very different variables. Which variables are actually chosen depends on the specific

finite sample.

We use an analogue to their subsample exercise to see whether highly variable predictor selection also occurs in our

data. For each individual, their entire sample is split into two distinct subsamples (based on odd and even numbered

data rows).

Two LASSOs are estimated, one for each of the two subsamples. Each LASSO produces a vector of predictor

values. The overlap or correlation in predictor values between the two subsamples is measured in two ways. For

each individual, the correlation between LASSO coefficients in the two subsamples is computed. Histograms of

those correlations across individuals are shown in Figure S1. The mean correlation for the gym data is .824 and

the quartiles are (Q1,Q2,Q3) = (.775, .933, .983). For the hand-washing data, the mean correlation is .933 and

the quartiles are (Q1,Q2,Q3) = (.973, .990, .995). The correlations are generally very high. This means that the

variation in subsamples observed in the housing data by (99) does not occur in these data.
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Figure S1: Distribution of correlations between LASSO coefficients of the odd-numbered and even-numbered dates

(or shifts) subsamples.

The second way to measure overlap in predictor values between the two subsamples is to code the selected variables

as 0 or non-zero and compute the percentage which are estimated into the same category in the two subsamples.

This type of categorization is what (99) seem to be referring to as “few stable patterns overall” in their comparison

of ten subsamples in their Figure 2.

These statistics are summarized in our analysis in Table S7. The table reports overlap subsamples (Odd, Even)

and for each subsample with the full sample (where the overlap is naturally higher, because the subsample contains

the full sample). The mean and median overlap are 63% and 68%. However, the upper quartile of overlap is 84%; so

that for a substantial percentage of subjects the overlap appears to be quite high. Furthermore, the fact that most

correlation coefficients are around .80-.95 (recall Figure S1) indicates that when coefficient categories do mismatch– a

coefficient is zero in one subsample and nonzero in the other– the nonzero coefficient is likely to be small in magnitude.

(Otherwise the mismatch would pull down the correlation a lot.) That is why the correlations of coefficient values

between subsamples are so close to 1 even when the percentage of categorical overlap is not so high.
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Gym-data Hand-washing data

Mean Q1 Median Q3 Mean Q1 Median Q3

(Odd, Even) 63% 48% 68% 84% 74% 66% 75% 86%

(Even, Full) 71% 56% 80% 88% 78% 68% 82% 91%

(Odd, Full) 71% 56% 80% 88% 79% 70% 82% 91%

Table S7: Percentage of matches between the coefficients of two subsamples across individuals.

Furthermore, the average number of data points for individuals with an above-median match rate (i.e.,≥ 68%)

is 947, while that for individuals with below median match is 759. Therefore, there is modest evidence that, as one

might expect, with larger samples the match rate improves so that the subsample stability problem is smaller in

magnitude. In general, if an analyst is considered about model selection consistency and stability, those potential

problems are likely to be partly alleviated in larger samples.

3.3 AUC vs Frequency

Figure S2 plots the relationship between holdout AUC and frequency of behavioral execution for each individual

in the two datasets. There is no visually evident relationship between the two, and the correlations are -0.11 and

-0.06. This lack of correlation between frequency and predictability (AUC) highlights the importance of the latter

as a novel measure of habit rather than relying only on behavioral frequency and other measures.
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Figure S2: Predictability (AUC) versus Frequency of Behavior.

This figure plots the relationship between holdout AUC and outcome frequency for the two data analyzed in this paper.

3.4 Speed of Habit Formation

As we discussed in the literature review section, even though the speed of habit formation is an interesting phe-

nomenon of practical value, the evidence about the speed of habit formation is thin and far from conclusive. Most

studies have typically relied on self-report measures and automaticity scales (2, 100). However, given that habitual

behavior might, as part of its essence, be accompanied by degraded memory, self-report measures are not ideal.

Specifically, if people do not have much awareness about how strongly their behaviors are cued by context, they may

misattribute habits to volition (32–34). People may also misconstrue items on self-report scales (36) and reflecting

on the characteristics of behavioral performance may lead them to report behavioral frequency rather than habit

symptoms. We seek to avoid errors induced by self-report by taking advantage of our granular observational data

and using the predictability measurement AUC as a proxy of the strength of habit.

Our approach is to define habit formation as increasing predictability of activity from contextual state variables.

We fully understand there is more to habit formation than increased predictability (e.g., motor automaticity) but

the concept of increased predictability can be explored in our data. We therefore look for habit formation in the

specific form of increasing sequence of AUCs (predictability) over time.

To illustrate this method with the gym data, the data for an individual are partitioned into 2-week windows. A

LASSO model is trained in every 4-week period and used to make predictions for the subsequent 2 weeks.7 Described

7We are grateful to an anonymous referee for this suggested improvement over an inferior estimation method used in our first version.

30



in notation, suppose we observe a gym member i for a total sample of Wi weeks. We start by using weeks 1 − 4

to train and weeks 5 − 6 to test. This procedure gives a single test-period AUC. The next step uses data from

weeks 3 − 6 to train and weeks 7 − 8 to test. The next step after that slides the window of both training and test

ahead two weeks. It uses data from weeks 5 − 8 to train and weeks 9 − 10 to test, and so forth. In general, For

every w ∈ 3, 4, . . . ,Wi−5, we define the “habit level” at week 2w as the AUC value obtained from predicting gym

attendance in weeks {2w−1, 2w} using a LASSO model trained on data from weeks {2w−5, 2w−4, 2w−3, 2w−2}.

This process generates a sequence of

(⌊
Wi

2

⌋
− 2

)
AUC values. For the hand-hygiene data, we partition the data

into 2-shift windows, rather than 2-week gym data windows, and conduct the same type of analysis.

In preliminary work, it proved difficult to recover stable individual-level estimation because of constraints on how

little data we have for each person. To improve estimation, we aggregate individuals into 10 deciles. The deciles

are sorted by how the size of the sample of data we have for each person. People in Decile 1 have the least data

and people in decile 10 have the most data. Note that because deciles were created to have approximately equal

numbers of individuals, the higher-sampling rate deciles will have many more observations than the lower-sampling

rate deciles. The decile method can also make evident whether there are any differences based on per-person sample

sizes.

Denote Ad(2t) to be the AUC corresponding to test period {2t−1, 2t} for individuals in decile d, where t is either

week (gym data) or shift (hand-hygiene data). Note that the process described above only allows us to define Ad(2t)

for t ≥ 3, given our timing notation. (The first observation is denoted Ad(6) because it is testing AUC for weeks 5-6

based on estimation from weeks 1-4.) We assume that individuals have not developed any meaningful habit strength

before they enter the sample, so that Ad(2) = Ad(4) = 0.5.

Following (2), we assume an asymptotic predictability curve of the form Ad(t) = ad − bde−cdt. This shape of

curve is highly plausible in this case because AUC naturally goes from .5 toward the maximum of 1 if predictability

increases. The exponential structure implies that the rate of change is positive but asymptotes to zero. The

parameters ad, ad − bd and cd represent the asymptotic level of AUC, the starting value Di(0), and the speed of

adjustment. A higher value of cd represents faster adjustment.

We define the time to habituation T ∗d = − ln(ad/20bd)/cd as the time it takes for Ad(t) to reach 95% of its

estimated asymptote ad. We use nonlinear least squares to fit the empirical Ad(2t) to each decile d’s AUC sequence

and obtain the estimates âd, b̂d, ĉd. The results are reported in Table S8. All models have high quality of fit,

as measured by R2, indicating that individuals do become more contextually predictable over time in general.

The estimated values of parameters âd, b̂d, ĉd, and time to habituation T ∗ are rather consistent across all deciles.

Specifically, it takes about 6 months for individuals to form a gym attendance habit (i.e., T ∗ ≈ 183) .It only takes

around 9 shifts for caregivers to learn to wash their hands habitually.
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Gym data Hand-hygiene data

Decile a b c R2 T ∗ (days) a b c R2 T ∗ (shifts)

1 0.77 0.35 0.018 0.94 126 0.86 0.75 0.32 0.85 9

2 0.78 0.37 0.019 0.92 121 0.85 0.68 0.27 0.89 10

3 0.78 0.37 0.017 0.93 131 0.84 0.72 0.32 0.85 9

4 0.79 0.32 0.012 0.90 180 0.83 0.66 0.30 0.87 9

5 0.81 0.35 0.011 0.91 187 0.85 0.67 0.27 0.88 10

6 0.81 0.33 0.010 0.89 209 0.83 0.68 0.31 0.86 9

7 0.82 0.32 0.009 0.84 226 0.83 0.69 0.31 0.86 9

8 0.84 0.34 0.010 0.83 220 0.83 0.70 0.32 0.85 9

9 0.83 0.36 0.012 0.80 187 0.82 0.67 0.31 0.83 9

10 0.80 0.34 0.012 0.77 172 0.85 0.70 0.29 0.82 10

Table S8: Summary of Asymptotic Curve Fitting on AUC Sequences.

This table reports the estimated parameters, quality of fit (R2), and estimated time to habituation for each decile in

the two datasets. For each decile d = 1, 2, . . . , 10, the time to habituation T ∗ is defined as the time it takes for the

asymptotic curve Ad(t) to reach 95% of its asymptote.

4 Field Tests of Insensitivity to Reward Devaluation

A hallmark of strong habits used in animal learning, psychology, and neuroscience is insensitivity to reward deval-

uation.8 In animal studies, after a period of reward learning, food rewards are then devalued in various ways for a

treatment group, and there is no devaluation change for an untreated control group.

After either devaluation or no-devaluation control, the animals enter a short “extinction period” experimental

phase in which they can freely take action to gain rewards (e.g., by pressing a lever). If the animals are purely

goal-directed, they will not work for further reward because the goal they pursue has been devalued– that is, if their

actions are guided by the goal of reward-seeking, since actions no longer yield valuable reward (due to devaluation),

they will not perform the actions. However, if animals have become completely habitual, they will work for reward

at the same rate as the control group. These habitual animals are judged to have become insensitive to reward

devaluation. The difference in the rate of responding to the devalued rewards for the control and treatment animals

is an index of the degree of habit formation (typically from 0 to 1).

This section describes our novel approach for running a test of reward devaluation insensitivity in non-experimental

field data. This is the first such test using field data. Having an exploratory test of how such insensitivity could be

measured, and what a result parallel to the animal learning experiments would look like, is therefore useful (regardless

8There are also studies of insensitivity to reward contingency– e.g., the probability of reward contingent on a behavior such as a lever

press is lowered, but the animal keeps responding at the baseline rate of presses per unit time.
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of the results).

Unlike in animal experimental protocols, in the field data there is usually no explicit control over reward value.

We therefore study two types of exogeneous changes that occur in the data and which are plausibly random (i.e.,

unrelated to a person’s behavioral history), might change the value of the subjective reward of gym attendance and

handwashing. The statistical tests are therefore tests of the joint hypothesis that reward is actually changed and

that habitual people are less sensitive to the reward change. If the reward is not actually changing, then we will not

find insensitivity in response to habit.

In two others cases we have access to data from controlled experiments specifically designed to increase subjective

reward from an activity. Those interventions are various organizational interventions to promote handwashing at the

hospitals, and a Stepup program to promote gym attendance . The crucial test is whether people who appear more

habitual are less sensitive to these reward inducements.

Once reward-change variables are identified, testing for sensitivity to reward change uses two different approaches.

The first approach is within-person: It uses our method for identifying the timing of when a person is in the different

pre-habit and post-habit modes. As a possible source of reward change, we use unusual weather for gym attendance9,

and end-of-the-day room attendance for hand washing.

The second approach is between-person: It compares sensitivity to reward change for people who appear highly

habitual, because they have a high AUC measure, to those who appear less habitual because they have a low AUC

measure. The sources of reward change here do arise from explicit control– they are planned interventions used to

encourage more gym attendance, and more hand washing.

4.1 Within-subject Field Tests of Insensitivity to Reward Devaluation Pre- and Post-

habit

To test the impact of exogenous reward change on gym behavior in our truncated sample, unusual weather is used as

an event which can change reward value of gym attendance. Weather is plausibly random (i.e., it does not depend

on what gym goers did in the past) and may change the subjective reward value of going to the gym. To measure

weather, we first mapped the ZIP codes of each gym to a latitude-longitude coordinate using data from 2013 collected

by the US Census Bureau. As the average land area of a United States ZIP code is approximately 85 square miles,

by modelling each ZIP code as a circle we find that the average radius of each ZIP code is approximately r = 5 miles

(i.e., π(r2) is around 78.5 square miles. It is assumed that daily weather is similar within the artificial circle created

by the radius.

The National Ocean and Atmospheric Administration (NOAA) of the Department of Commerce provides a

detailed list of the weather stations across the country and their respective coordinates (101). It is known that one

degree of latitude corresponds to a surface distance of approximately 69.1 miles, where surface distance is defined

as the shortest path between two points at sea level. While the distance spanned by one degree of latitude remains

9A more ideal measure would be something like a large gym renovation (such that access to space and equipment was suddenly limited)

or malfunctioning equipment, but neither of those are available in this dataset.
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relatively constant regardless of location on the earth, the surface distance spanned by one degree of longitude varies

considerably due to the inherent curvature of the earth. Since ZIP codes are small in relation to the size of the earth,

we use the standard conversion formula D = DEcos(L), where D is the surface distance spanned by one degree of

longitude at a given location, DE = 69.1 miles is the distance spanned by one degree of longitude at the equator, and

L is the approximate latitude of the location in radians. Then, for each gym, we compiled a list of nearby weather

stations falling within intervals of size 1/3-degree latitude and longitude centered at the gym.

For each date and gym combination for which weather data is made available, the highest temperature, lowest

temperature, average temperature, precipitation, and snowfall were measured. Table S9 provides summary statistics

on the main weather attributes and shows how these statistics differ on only those days when individuals attended

the gym. We note that this restriction causes the means and standard deviations for both temperature attributes to

increase slightly, and vice versa for precipitation and snowfall.

Unfortunately, not all weather stations provide measurements for all of the five aforementioned attributes. Hence,

to obtain recordings for each date and gym and each weather attribute, we searched through the list of nearby weather

stations once for each attribute, in order from closest to farthest, until a station with a measurement of that attribute

was found.

The mean distances to each weather station remained relatively small (from a minimum of 0.01 miles to a

maximum of 13.67 miles, means ranging between 3.05 for rain to 6.89 for average temperature). The slightly higher

mean distance for average temperature measurements is due to the NOAA’s classification of the other four as “core”

elements of weather measurement, hence there are more stations that are equipped to regularly record them.

Statistic TMAX (F) TMIN (F) PRCP (mm) SNOW (mm)

Mean 72.11 51.50 18.19 0.64

Median 73 53 0 0

St. Dev. 15.24 14.05 81.13 9.85

Table S9: Weather Summary Statistics.

This table reports summary statistics on the weather data used for the test of reward devaluation sensitivity in gym

attendance. TMAX is maximum temperature (in Fahrenheit), TMIN is minimum temperature (in Fahrenheit), PRCP

is percipitation (rain accumulation, in millimeters), and SNOW is snow (in millimeters).

The next step is to use weather data to distinguish days with unusually good and bad weather. Obviously, the

relationship between temperature and perception of weather varies greatly with geographic locations, seasons and

individual tolerances. For instance, while a 60oF spring day in Illinois is felt as warm and pleasurable, a winter day

with similar temperature in California would feel cold.

Therefore, to link temperature and weather quality, we focus on the change in temperature relative to an “ex-

pected” level of temperature instead of raw measurements. For a given day, we define average temperature as the

average of TMAX and TMIN. For each individual, we look at the distribution of average temperature in the indi-
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vidual’s area over the observed period. Temperatures between the 25th to 75th quantiles are considered normal.

For each day in the individual’s time series, we say that it has an adverse temperature fluctuation if (i) its tem-

perature falls outside the normal zone, (ii) the average temperature of the previous 3 days is normal, and (iii) the

change in temperature compared to the previous 3 day average is at least half the standard deviation of the average

temperature distribution. This means that a day in states with stable weather like California (average temperature

SD = 9.1oF) only needs a small temperature change to be considered to have adverse temperature fluctuation, as

compared to states with larger weather variations like Colorado (average temperature SD = 15.8oF) or Utah (average

temperature SD = 15.3oF). Formally, for any individual i, denote qw1i, q
w
3i, σ

w
i as the 25th quantiles, 75th quantiles,

and standard deviation of the average temperature distribution. Let dti be the average temperature of calendar day

t in individual i’s area and D̄ti = (dt−1,i + dt−2,i + dt−3,i)/3 be the average temperature of the previous 3 days. An

adverse temmperature fluctuation is observed on day t if (i) dti < qw1i or dti > qw3i, (ii) qw1i ≤ D̄ti ≤ qw3i, and (iii)

|dti − D̄ti| > σwi /2.

Similarly, a positive temperature fluctuation is observed when there is a change in temperature of at least half

standard deviation in the opposite directions. In other words, we must have (i) qw1i ≤ dti ≤ qw3i, (ii) D̄ti < qw1i or

D̄ti > qw3i, and (iii) |dti − D̄ti| > σwi /2. A day is considered to have “unexpectedly bad” weather if it has either

snowfall, persistent moderate rain to shower (defined as at least 5mm of rain per hour), or an adverse temperature

fluctuation. Conversely, a day with “unexpectedly good” weather has a positive temperature fluctuation and no

precipitation or snow. Note that the relation between unexpected weather could have either positive or negative

effects on gym attendance. Bad weather can raise the cost of getting to the gym (reducing attendance) or lower

the opportunity cost of being inside rather than exercising outside (increasing attendance). Therefore, the analysis

examines the absolute value of the coefficients associated with both types of unexpected weather shocks.

We examine the relationship between habit formation and sensitivity to weather shocks as follows. We again

partition the individuals into 10 deciles based on a their sample sizes. For each decile, we use the T ∗ estimated

from Section 3.3 as a cutoff for pre- and post-habituation periods. (Recall that using our method, this will generate

a single T ∗d for everyone in decile d. We then run 10 linear regressions, one for each decile, with the indicator for

whether the individual goes to the gym on a given day as the dependent variable. In addition to all the context

variables described in Section S2.1, the covariates also include individual fixed effects, a pair of weather dummy

variables (unexpectedly good or unexpectedly bad) and their interactions with the indicator for post-habituation

period, which is defined as the period after T ∗. The key prediction is that the interactions with post-habituation

should move in the oppposite direction of the weather dummy variables. For example, as we will see both unusually

good and bad weather are associated with more gym attendance (regression coefficients are positive). These effects

should be weaker in the post-habit period, so the habit x weather interaction terms should be negative if habit is

reducing reward sensitivity.

Table S10 shows the estimated coefficients of weather shocks and their interactions with post-habit indicator.

Weather variables are only significant at conventional levels (despite the large sample size) and the weather x post-

habit interaction terms go in the opposite direction for bad weather but not for good weather. The expected result
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from devaluation insensitivity is an interaction term that has the opposite sign and hence offsets the simple weather

variable. This pattern is just not evident in the data.

In the case of hand washing, it is harder to find a plausibly exogeneous shock which would reliably be predicted

to change the value of washing from one episode to the next. The ideal candidate would be rapid response events

which occur at various times throughout the day. Any member of the hospital who is on the rapid response team

would receive a notification about an urgent case requiring them to rush to the patient(s). Such situations are often

a matter of life or death and require immediate attention, therefore potentially affecting the comparative value of

hand washing behavior in the moment. Unfortunately, these events are only reported by individual hospitals and

not available in the dataset we have access to.

Instead, we use an indicator for whether a worker is exiting their last room episode of the day as a proxy for

reward devaluation. As with unexpected weather on gym behavior, the relation between exiting last episode and

hand-washing can have either positive or negative effects. If the key driver for hand-washing is to not spread infection

from one patient/episode to the next, then the last episode decreases the value of hand-washing. However, if the key

driver for hand-washing is to keep oneself clean and free of infection after work at an infectious hospital, then the last

room episode increases the value of hand-washing. We include this analysis mostly to have a parallel to analysis of

gym attendance based on weather, but its effect is more ambiguous and could well be statistically weaker (especially

since there is only one last episode of each day).

Table S11 reports the estimated coefficient of last episode indicator and its interaction with post-habit indicator

(and the post-habit indicator as a control). The interaction term has the same sign as the last episode indicator, which

is negative, so it does not show the offsetting effect of revaluation insensitivity seen in animal experiments. However,

this result should be interpreted with caution, as unlike the gym data, we do not really observe the caregivers from

the first dates of work. It could be that many of the caregivers had already developed a habit of hand hygiene to some

extent prior to the start of the data (even though, as noted elsewhere (102), there was a sharp jump in handwashing

compliance from before the machines were introduced to afterward, which could suggest starting a new type of habit

a la the “habit discontinuity hypothesis”).
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Dependent variable: Indicator for gym attendance

Post-habit −0.014∗∗∗

(0.001)

Good weather 0.004∗∗

(0.002)

Bad weather −0.002∗∗

(0.001)

Good weather × Post-habit 0.004∗∗∗

(0.002)

Bad weather × Post-habit 0.005∗∗∗

(0.001)

Observations 8,750,054

R2 0.237

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table S10: Reward Devaluation Regression Analyses-Gym Data

This table reports the regression results with the indicator for whether the individuals go to the gym on a given day

as the dependent variable. All regressions include the usual context variables described in Section S2.3, individual

fixed effects, a pair of dummy variables for unusually good and unusually bad weather, and their interactions with

post-habit indicator. Standard errors are clustered at the individual level and reported in parentheses.
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Dependent variable: Indicator for hand sanitation

Post-habit 0.001∗∗

(0.0003)

Last episode −0.010∗∗∗

(0.003)

Last episode × Post-habit −0.013∗∗∗

(0.002)

Observations 18,514,432

R2 0.363

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table S11: Reward Devaluation Regression Analyses-Hand-hygiene Data

This table reports the regression results with the indicator for whether the caregivers sanitize their hands at a given

opportunity as the dependent variable. All regressions include the usual context variables described in Section S2.3,

individual fixed effects, a dummy variable for last episode of the shift, and its interaction with post-habit indicator.

Standard errors are clustered at the individual level and reported in parentheses.

A challenge for the types of analyses we have just shown is that in animal and human learning experiments reward

devaluation is carefully controlled– for example, by feeding animals food rewards until they are satiated. But here

the reward revaluation is only crudely hypothesized based on unusual weather and the reduced value of having clean

hands when leaving the hospital. Better reward change measures might detect stronger evidence of insensitivity,

after habit formation, similar to the effects seen in experiments with animals (and some humans, (15)). This is an

important challenge going forward for trying to find cognitive, neural, and behavioral hallmarks of habit that are

reasonably well-established in tightly controlled laboratory experiments, in less well controlled (and measured) field

data.

4.2 Between-person Predictability Reactions Toward Incentivised Intervention

A different approach to testing for a habitual reduction in reward sensitivity is to use each person’s estimated value

of AUC– a measure of statistical predictability– as a measure of habit formation. It is possible that different people

with higher and lower AUC’s have different responses to subjective reward changes. This “between-person” approach

is novel to the empirical habit literature because AUC measures have never been used before as a correlate of habit.

As a result, we also not expect that these results will necessarily be strong; they can be viewed as an illustration of

a methodology that could be more useful in other settings and with other kinds of data availability.

In this section we will test for between-person effects of AUC using explicit interventions in both gyms and

hospitals, designed to encourage more attendance and more hand washing. This question is interesting for the study

of habits but it is also of large potential practical impact. A frontier in behavior change research is trying to figure out
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not just which interventions work, but which interventions work for which kinds of people (or in which situations).

The hypothesis here is akin to “personalized medicine”– i.e., there are predictable differences in which patients

respond to which treatments, and a key challenge is to identify those differences and match them with treatment.

One likely outcome is that a particular intervention can be predicted to work only on a subset of people. From a

cost-benefit point of view, this outcome can make the difference between a worthwhile treatment when personalized,

and a treatment which is not worthwhile because it wastes too much money and resources on people who are likely

to be unresponsive.

To answer this question, we will be using an analytic sample of hand washing behaviors from only those individuals

who experienced different interventions. Because attention is no longer restricted to people for whom pre- and post-

habit timing could be estimated, the samples of individuals is larger.

Interventions in Hand Washing

The hospital applied multiple interventions at different time points to motivate more hand washing. (102) used

these field manipulations to test whether the intervention had an effect. They confirmed positive intervention effects,

though the effect sizes differed depending on which intervention was used. There were five kinds of interventions in

total: Performance feedback, goal setting, leadership, competition, and incentive. We will be focusing on the two

most common and most effective ones reported in (102): leadership and incentive. The interventions were introduced

at the unit level.10 A total of 27 units (leadership = 19, incentive = 25) applied at least one type of intervention 11.

We estimate the effects of interventions at the individual level using the LASSO logistic regression specified in

section 3.1 with one additional variable: a post-intervention indicator. The hypothesis being tested is that caregiver

who are more predictable (higher AUC) will be less sensitive to interventions. Following (102), the intervention

indicator equals one on all days after the intervention was introduced, and equals zero on all days before the

intervention.12 The estimated coefficients of the intervention indicator from the LASSO model will be the first

measurement of whether there is an intervention effect. It is called the Intervention Coefficient (IC) (see Table

S12). We only include individuals who register before the intervention day and stay after it. In addition, we exclude

outlying individuals whose IC is below or above the mean level minus or plus three times the sample standard

deviations.13 The remaining sample size for this analysis is reported in Table S12.

The AUC value of the LASSO model is used as an indicator of how habitual the person is. This LASSO model

has the same specification as the one reported in section 3.1, but here is only based on periods from the time

caregivers start to work until the day before intervention. In other words, we measured habit formation levels (AUC)

from pre-intervention data only. Then, we regress these AUC values on the intervention effects measured by the

10A unit is a unique identifier for one department at one hospital site.
11One unit could have multiple interventions, but we ignore the interaction effect, as in the original paper. This means that we are

presuming if there two interventions ongoing at the same time, their effects are additive.
12It is plausible that sensitivity to the interventions does not have a fixed value in the LASSO regression, as is specified by the 0-1

dummy variable we use. Further research could explore other nonlinear specifications reflecting either a slow response to intervention, or

a reduction in response over time.
13This led to exclusion of 7 individuals in the leadership dataset and 28 individuals in the incentive dataset.
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IC variable introduced above. If habituation, as measured by higher AUC, decreases intervention effects then these

correlations should be negative. The results of the analysis are reported in Table S12 (the value of the coefficients

and the corresponding p-values). We did not find a significant effect in either leadership or incentive intervention

when the dependent variable is the pure intervention coefficient.

We also conducted another analysis to see whether the level of habit formation will affect whether or not the

person has a positive effect on the intervention. A dummy variable was created which equals 1 if IC>0 and 0

otherwise. Correlations between this positive-only dummy and AUC are reported in Table S12). The effects for

leadership and incentives interventions are both positive, but not strongly significant. A positive correlation is the

opposite of what is expected if both higher AUC is associated with stronger habit formation, and stronger habit

formation is associated with a lower response to reward change (from intervention).
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Figure S3: Relationship Between AUC and IC for Hand Washing.

This figure shows the scatterplots of AUC and IC for (a) (left side) the hand-washing subsample who received incentive

interventions and (b) (right side) the hand-washing subsample who received leadership interventions.

40



Intervention effect measurement Coefficient 2-sided p-value

Leadership (N = 1, 396)

Intervention Coefficient (IC) 0.08 0.12

Indicator for positive IC 0.32 0.74

Incentive (N = 878)

Intervention Coefficient (IC) -0.005 0.88

Indicator for positive IC 0.20 0.13

Table S12: The Effect of Habit Level (AUC) on Individual-level Intervention Changes (IC) for Hand

Washing

We regressed the intervention coefficient (IC) on the pre-intervention AUC value for two intervention datasets,

leadership and incentive. Each observation represented one person. The coefficients of the transformations of variable

IC for each dataset are reported in this table along with its corresponding 2-sided p-value.

Interventions in Gym Attendance Data

(4) conducted a large field experiment “megastudy” (N = 61,293) with the 24 Hour Fitness gym chain to test the

effectiveness of 54 different interventions aimed at promoting lasting exercise behavior. N=29,264 individuals in our

sample happened to be among the participants of this megastudy. Again, our goal was to examine whether the

interventions have different effects for individuals with different habit levels, as measured by AUC. However, for

many individuals in our sample, we were unable to obtain full data between their first dates and the intervention

period. In other words, there is a gap in data between the end of our sample and the start of the intervention.

Therefore, we cannot conduct the same analysis we did for the hand washing data. Instead, we simply calculated

the difference between weekly gym visits during the 4-week intervention period and weekly gym visits in the 4 weeks

before the intervention period (mean = 0.20, SD = 1.08) as a measure for the intervention coefficient (IC).14 (This is

a cruder measure and is expected to generate weaker measures of true effects.) We then determine the relationships

between individual-level AUC and IC measures much as was done above for hand-washing interventions.

The results are reported in Table S13. There is no significant effect of AUC on IC, but logistic regression

using a 0-1 indicator for positive IC as the dependent variable shows a large and negative effect of AUC (β=-.48,

p = .91 ∗ 10−5, summarized as p < .001 in the table). This result suggests that for more habitual higher-AUC

individuals, the interventions are less likely to increase exercise behavior, consistent with the association of stronger

habit formation with insensitivity to reward change.

Keep in mind that the 24HF participants in the StepUp sample were self-selected volunteers. In general one must

therefore consider how self-selection could create spurious incentive effects that would not apply to the full sample of

participants. In this case, however, we are comparing lower and higher-AUC participants who all volunteered. The

14This way of measuring IC is different than the extended-LASSO method that was used for analyzing handwashing interventions. The

reason is that the daily data are not available so the day-by-day LASSO estimation could not be conducted.
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negative correlation could only be explained if the higher-AUC participants who volunteered had weaker self-selection

motives than the lower-AUC participants. There is no reason to think this is the case, and no other data that can

be brought to bear to evaluate this alternative explanation.

Because the negative IC-AUC correlation from StepUp is one of multiple similar comparison results, let’s explore

how robust it is likely to be. In the pre- vs. post-habit analyses there were three comparisons (bad and good

weather gym attendance, and last-room handwashing ) to judge reward insensitivity. In the within-participant high-

low AUC comparisons three interventions were compared (StepUp gym attendance, and Leadership and Incentives

handwashing interventions), on two transforms of the IC variable (IC, I(IC>0) dummy variable). That creates a

total of 3 + 3 ∗ 2 = 9 comparisons. While the post-habit gym weather variables are strong, suppose we take the

large effect of positive IC on between-person gym AUC as the one of which we regard as interestingly significant and

plausibly reproducible. (This is a conservative comparison, obviously, just to guide intuition about potential false

positives). A Bonferonni correction for multiple comparisons would increase the p-value from the AUC x (IC>0)

gym coefficient to 9 ∗ (.91 ∗ 10−5) ≈ 10−4, which is still extremely unlikely to be due to chance if there is no true

effect.

Furthermore, the quality of interval validity of the intervention treatment is strongest for StepUp, since all

participants received multiple correspondence and we have strong confidence they were aware of the treatment. We

do not know (and lack detail about) whether all caregivers were equally aware of the Proventix interventions. Thus,

in the main paper we describe the negative IC-AUC StepUp correlation as an example of what field evidence of

reward insensitivity due to habit might look like.
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Figure S4: Relationships Between AUC and IC for Gym Attendance

This figure shows the relationship between pre-intervention AUC (x-axis) and two measures of the IC Intervention

Coefficient effect. (a) (left) The y-axis plots the IC as measured by the difference in average weekly gym visits between

the intervention (StepUp) and pre-intervention periods. There is no association (r = 1.3×10−5, two-sided p = 1.00).

(b) (right) The y-axis plots the predicted probability of the IC measure being positive (from a logit regression of 0-1

IC positivity against AUC). There is a small but highly significantly nonzero negative correlation between AUC and

the probability of positive IC (r = −0.026, p = 0.9 × 10−5). Note that this r = 0.026 is a correlation coefficient and

the value of β̂ = −.48 in is the logit regression coefficent.

Intervention effect measurement Coefficient 2-sided p-value

Megastudy (N = 29, 264)

Intervention Coefficient (IC) 0.0001 1.00

Indicator for positive IC -0.48 <0.001

Table S13: The Effect of Habit Level (AUC) on Individual-level Intervention Changes (IC) for Gym

Attendance

We regressed the intervention coefficient (IC) on the pre-intervention AUC value for individuals in our gym data

who volunteered for and participated in the megastudy. Each observation represented one person. The coefficients of

the transformations of variable IC for each dataset are reported in this table along with their corresponding 2-sided

p-values.
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4.3 Sensitivity Analyses

We conduct three additional sensitivity analyses to examine between-subject sensitivity towards exogenous reward

revaluation variables. We repeat the analysis of the hand-washing data in section 4.2 for both datasets, but replacing

the intervention indicator variable with the corresponding reward revaluation variables mentioned in section 4.1:

indicator for good weather, indicator for bad weather in the gym data, and indicator for exiting the last room of the

shift in the hand-washing data.

Then, we regress the AUC values on these additional sensitivity coefficients (to make notations consistent, we

will still call them IC) estimated from the LASSO model (see scatter plots in Figure S5). We found a slight negative

correlation between the bad weather impact and AUC level (IC = -.08, p-value = .07), which is consistent with the

previous finding as the bad weather should hurt gym attendances so that more habitual individuals are more affected.

We found a significant positive correlation on good weather impact (IC = 0.13, p-value = 0.02). Both findings point

out that people with higher AUC levels are slightly more likely to be affected by weather changes, but in opposite

directions.

For the last shift impact on handwashing, there is no correlation of that IC with the level of AUC (r= .01, p-value

= .91).
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Figure S5: Relationship Between AUC and IC for Other Three Factors.

Similar to Figure S4, this panel of plots also shows the scatter plots of AUC and IC for (a) the gym attendance data

where IC is the sensitivity to whether it is bad weather or not on the day (b) the gym attendance data where IC is

the sensitivity to whether it is good weather or not. (c) the hand washing data where IC is the sensitivity to whether

the current shift is the last shift or not.

5 Additional Analyses: Demographic Predictors of AUC

5.1 Motivation

Given the rich individual-level data we work with, which includes a home zip code associated with each gym goer,

it is possible to look for systematic categorical differences in the degree of predictability across sub-groups of gym
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goers. In order to run this analysis, we link the individual-level AUC data from gym goers with Census information

from the year 2019. The Census data was purchased online from Income by Zip Code.15 Unfortunately, the data

on hospital workers does not come with zip code information, so we are unable to use this technique to analyze

demographic differences with respect to the predictability of handwashing behavior.

The census variables discussed below, along with demographic data captured by the gym chain at time of reg-

istration (gender and age), allow us to estimate the demographic and SES profile of each individual gym goer and

investigate demographic differences in gym attendance predictability.

5.2 Variable List

1. Income: As a proxy for individual income, we use the average household income of the individual’s ZCTA.16

2. Rural/Urban: As a proxy for how rural or urban an individual’s environment, we use a continuous measure

of population density for the individual’s ZCTA.

3. Children: As a proxy for an individual’s likelihood of having children, we compute the fraction of married

and single households in the gym goer’s ZCTA who have children (under the age of 18).

4. Age: We have age data on the gym goers in our sample because they were required to report this at the time of

gym membership registration. In addition, we calculate relative age by taking the difference between the median

age in an individual’s ZCTA (median age comes directly from the Census dataset) and their self-reported age.

5. Gender: We have gender data on the gym goers in our sample because they were required to report this at

the time of gym membership registration.

5.3 Correlation Matrix

We analyze the correlation matrix of continuous variables in the gym and Census ZCTA data to see if there are

significant and/or surprising correlations between demographic variables, as well as with individual-level AUC and

base rates of attendance.

Significant correlations which are worth noting include the expected positive correlation between auc.test and

auc.train (ρ=0.661) and the negative correlation between auc.train and base rate of attendance (ρ=-0.237). The

latter correlation underscores the fact that in our analyses, frequency and predictability are not positively correlated

(and are slightly negatively correlated). Also notable are the positive correlations between income and median age

of neighborhood (ρ=0.593) as well as propensity to be married with children (ρ=0.373) - which intuitively make

sense given individuals tend to accumulate more income as they get older, and financial security gives people the

15The same data can be purchased at the following link under ‘Income by Zip Code List + Demographics (All US).”

https://www.incomebyzipcode.com/median-income-by-zip-code-list#pricing
16ZCTAs, or ZIP Code Tabulation Areas, are generalized areal representations of United States Postal Service (USPS) ZIP Code

service areas. While the latter is a trademark of the U.S. Postal Service, the former is a trademark of the U.S. Census Bureau.

https://www.census.gov/programs-surveys/geography/guidance/geo-areas/zctas.html
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ability to financially support children. Population density is negatively correlated with the median age (ρ=-0.204)

(younger people are more likely to live in urban areas) and with having children if one is married or single (ρ=-0.138,

ρ=-0.229, respectively).

Attendance rate Age Holdout AUC Training AUC Income Pop. density Median age Married children Single children

Base rate 1 0.002 0.073 -0.237 0.015 -0.010 -0.007 0.006 -0.004

Age 0.002 1 -0.007 0.073 0.062 -0.032 0.109 0.0005 0.076

Holdout AUC 0.073 -0.007 1 0.661 -0.002 -0.011 0.018 0.007 -0.004

Training AUC -0.237 0.073 0.661 1 -0.020 -0.020 -0.010 0.011 -0.008

Income 0.015 0.062 -0.002 -0.020 1 0.027 0.593 0.373 0.063

Pop. density -0.010 -0.032 -0.011 -0.020 0.027 1 -0.204 -0.138 -0.229

Median age -0.007 0.109 0.018 -0.010 0.593 -0.204 1 -0.505 -0.258

Married w/ kids 0.006 0.0005 0.007 0.011 0.373 -0.138 -0.505 1 0.151

Single w/ kids -0.004 0.076 -0.004 -0.008 0.063 -0.229 -0.258 0.151 1

Table S14: Correlation Matrix of Continuous Variables.

This table shows a correlation matrix of variables in our data which take on continuous values.

5.4 Regression Results

We further explore whether demographic and SES characteristics effect predictability using a regression framework.

We truncated our sample to include only individuals for whom we have full information on gender, age, and zip code.

We then ran a regression with AUC as the dependent variable and demographics characteristics described in Section

5.2 as explanatory variables. The results are reported in Table S15 below.

47



Dependent variable: AUC

Coefficient t-statistic Effect size d

log(avg. household income) −0.004∗∗ t = -2.263 d = -0.027

(0.002)

log(population density) −0.005∗∗∗ t = -6.786 d = -0.082

(0.001)

Fraction married with kids 0.019∗∗ t = 2.328 d = 0.028

(0.008)

Fraction single with kids −0.022∗∗∗ t = -3.265 d = -0.039

(0.007)

Age 0.001∗∗∗ t = 9.409 d = 0.113

(0.0001)

Male −0.008∗∗∗ t = -6.15 d = -0.074

(0.001)

Constant 0.844∗∗∗

(0.025)

Observations 27,659

R2 0.007

Note: Standard errors in parentheses. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table S15: Demographic Predictors of AUC

Multiple regression results summarizing the predictive power that various demographic variables have on individual-

level AUC. Average household income, population density (sq. mi.), and the fraction of married and single households

with children under 18, were calculated using ZCTA Census data and the gym goer’s zip code. Gender and age

information came from the gym chain, based on gym goer self-report. The rightmost column reports the t-statistic

and effect size (Cohen’s d) for each variable.

6 Human Subjects Protections

6.1 Gym Attendance

Before initiating this project, the California Institute of Technology Institutional Review Board and the University of

Pennsylvania Institutional Review Board reviewed and approved this study. Because this study involved an analysis

of de-identified, archival data, a waiver of informed consent was approved by the Institutional Review Boards per

Federal Regulation HHS CFR 45.46.117(c) (2).
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6.2 Hand Washing

Prior to initiating this project, the California Institute of Technology Institutional Review Board and the University

of Pennsylvania Institutional Review Board reviewed and approved this study. Because this study analyzed de-

identified archival data, a waiver of informed consent was approved by the Institutional Review Boards per Federal

Regulation HHS CFR 45.46.117(c) (2).

7 Review of Habit Formation Studies

7.1 Summary of Previous Habit Formation Studies

Min Q1 Median Q3 Max This Paper (Study 1) This Paper (Study2)

Study sample size 11 66 166 262 14,000 30,110 3,124

Predictor variables 1 1 1 2 3 22 34

Study duration (days) 1 30 84 240 1095 1,525 (median) 98 (median)

Table S16: Summary statistics for habit formation papers published following, and citing, (2). There were 43 papers

reviewed (16, 26, 42, 43, 103–141), with a total of 47 studies between them. The number of predictor variables are

only relevant for 5 studies. All the other studies looked at measures of self-report to judge habit formation, rather

than the strength of specific predictor variables.
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