S1 Appendix. Derivation of Maximum Likelihood Estimates.
The log-likelihood of the dataset is
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To obtain the ML solution with set the gradient of the log-likelihood to zero, giving
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where we have defined 8 =3, _; 8;. We fix 81 = 1, which from equation (3) gives
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Substituting this again into equation (3) gives

Substituting this into equation (4) gives
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where we have used the definition n =3, ;.
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