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Supplementary Figures

F IGURE S1 Assessment of PIP calibration. Variables across all simulations were grouped into bins according to
their reported PIP (using 20 equally spaced bins, from 0 to 1). The plots show the average PIP for each bin against the
proportion of effect variables in that bin. A well calibratedmethod should produce points near the x “ y line (the
diagonal red lines). Gray error bars show˘2 standard errors.

F IGURE S2 Distribution of purity for 95% credible sets for different numbers of effect variables. Histograms for
1–5 effect variables are obtained from all 95% credible sets produced by SuSiE in the first simulation scenario, with
S “ 1, . . . , 5, as described in Section 4 of themain text, and the 10 effect variables histogram is obtained from all 95%
credible sets produced by SuSiE in the second simulation scenario, with S “ 10.
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F IGURE S3 Additional assessment of SuSiE CS coverage. These three plots show coverage of SuSiE credible sets as
ρ (the probability that the credible set contains at least one effect variable; see Definition 1 in themain text) is varied
from 75% to 99%. Proportions shown in the vertical axis are based on all credible sets generated by SuSiE in simulations
from simulation scenario 1, with different simulation settings for S , the number of effect variables. Consistent with
Fig. 3, coverage decreases with the inclusion of weaker signals.

F IGURE S4 Comparison of posterior inclusion probabilities (PIPs) computed by SuSiE, in which the prior variances
σ2 are estimated rather than fixed to 0.1, against PIPs computed by DAP-G, and by other methods. The results shown
here frommethods other than SuSiE are the same as the results in Fig. 2. For an explanation of the individual plots, see
Fig. 2.



WANG ET AL. 15

●
●

●

●

●

●

●

●

●

●

●

●

0.88

0.92

0.96

1 2 3 4 5 10
number of effect variables

A. coverage

●

●

●
●

●●

●●

●
●

●●0.2

0.4

0.6

0.8

1.0

1 2 3 4 5 10
number of effect variables

B. power

●●

●

●

●

●

●

●

●

●

●

●

4

6

8

10

1 2 3 4 5 10
number of effect variables

C. median number of variables

●

●

●

●

●

●

●

●

●

●

●

●

0.95

0.96

0.97

0.98

0.99

1 2 3 4 5 10
number of effect variables

D. average r2

● DAP−G● SuSiE

F IGURE S5 Comparison of 95% credible sets (CS) from SuSiE, in which the prior variancesσ2 are estimated rather
than fixed to 0.1, and DAP-G: (A) coverage, (B) power, (C) median size, and (D) average squared correlation among
variables in each credible set. The DAP-G results shown here are the same as the DAP-G results shown in Fig. 3. For an
explanation of the individual plots, see Fig. 3.
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