
S9 Text. Equivalence of filter inference with a Gaussian filter and ABC

based on the mean and variance.

Let Y1, . . . YN beN i.i.d. random, real-valued variables drawn from the data-generating

distribution q(y). Let q have nonzero variance, Var[Y ] > 0. Let Ỹ1, . . . ỸS be S i.i.d.

random variables drawn from the model p(y|✓). Let further K"(X � X̃) be a kernel with

an error margin ", used in ABC to quantify the distance between the data summary

statistic X = X(Y1, . . . YN ) and the simulated summary statistic X̃ = X(Ỹ1, . . . ỸS). Let

the kernel converge to a Dirac delta distribution up to a proportionality factor as the

error margin goes to zero, lim"!0 K"(X � X̃) / �(X � X̃). Let further p(y|µ̃, �̃2) =

e�(y�µ̃)2/2�̃2

/
p
2⇡�̃2 denote a Gaussian filter and p(D|µ̃, �̃2) =

QN
i=1 p(Yi|µ̃, �̃2) denote

its likelihood, where µ =
PN

i=1 Yi/N denotes the mean estimator and �2 =
PN

i=1(Yi �

µ)2/(N � 1) denotes the variance estimator. Then, a Gaussian filter converges to a

Dirac delta distribution between (µ,�2) and (µ̃, �̃2) up to a proportionality factor as the

number of measurements goes to infinity, limN!1 p(D|µ̃, �̃2) / �(µ� µ̃) �(�2
� �̃2). As

a result, filter inference with a Gaussian filter is equivalent to ABC based on the mean

and variance, K"(µ� µ̃)K"(�2
� �̃2), in the limit N ! 1 and " ! 0.

Proof: The maximum likelihood estimators (MLEs) of the Gaussian filter likelihood

are

µ⇤ =
1

N

NX

i=1

Yi and �2
⇤ =

NX

i=1

(Yi � µ)2/N,

where µ⇤ = µ and �2
⇤ = N�1

N �2. The MLEs are the unique maximum of the Gaussian

filter likelihood. The curvature of the log-likelihood at the MLEs is

@2

@µ̃2
log p(D|µ̃, �̃2)

����
µ̃=µ⇤,�̃2=�2

⇤

= �
N

�2
⇤

@2

@�̃2
log p(D|µ̃, �̃2)

����
µ̃=µ⇤,�̃2=�2

⇤

=
1�N

�4
⇤

@2

@µ̃ @�̃
log p(D|µ̃, �̃2)

����
µ̃=µ⇤,�̃2=�2

⇤

= 0.

In the limit N ! 1, the curvature of the log-likelihood at the MLEs tends to infinity.

Due to the monotonicity of the logarithm this implies that the curvature of the likelihood

tends to infinity at the MLEs, proving that in the limit N ! 1 a Gaussian filter
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likelihood is proportional to a Dirac delta distribution, limN!1
QN

i=1 p(D|µ̃, �̃2) /

�(µ⇤ � µ̃) �(�2
⇤ � �̃2). In this limit, the maximum likelihood estimator of the variance

coincides with the variance estimator, limN!1 �2
⇤ = �2, proving the equivalence between

filter inference with a Gaussian filter and ABC based on the mean and the variance in

the limit N ! 1 and " ! 0.
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