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Other Supplementary Materials for this manuscript include the following: 
Supplementary Movie 1. Eye movement patterns. 
Supplementary Movie 2. Closing eye tracking. 
Supplementary Movie 3. Eye tracking system for visual preference analysis. 
Supplementary Movie 4. Eye-controlled input modality. 



 

 

 
Supplementary Fig. 1. Overview process of the eye-controlled input modality for 

human-computer interaction. 



 

 

 

Supplementary Fig. 2. Plasma-treated PDMS. (a–c) AFM images for dimensional surface 
morphology (a), SEM images (b) and force curves with insert adhesion force (c) on raw PDMS 
with and plasma-treated PDMS (PT-PDMS). The insert data are presented as mean (SD) with error 
of repeated tests: n = 5. (d) Surface resistance of bended Ag NW electrode on raw and 
plasma-treated PDMS. Data are presented as mean (SD) with error of repeated tests: n = 5. 



 

 

 
Supplementary Fig. 3. (a and b) Digital photos of the interface array attached on glasses (a) 
and worn by participant (b). 



 

 

 
Supplementary Fig. 4. Output performance and dielectric property of PVC, PTFE and 
PCTFE. (a–c) The open-circuit voltage of PVC (a), PCTFE (b) and PTFE (c) under non-contact 
condition. Repeat times: 1000. (d) Dielectric permittivity spectra of the three materials. 



 

 

 
Supplementary Fig. 5. UV-Vis transmittance spectra of PTFE, PVC and PCTFE films 
(Thickness: 30 μm). Insert: Digital photo of the three films. 
 



 

 

 
Supplementary Fig. 6. Output performance and characterization of single layer of sputtered 
PCTFE (S-PCTFE) and PDMS. (a and b) Transferred charge (a) and average surface charge 
density (b) of S-PCTFE and PDMS. (c) Open circuit voltage of S-PCTFE under non-contact 
condition. (d) SEM image of S-PCTFE. (e) Height curve of S-PCTFE tested by a step meter. (f) 
Cross section view of the single PDMS layer. (g) Open circuit voltage of PDMS under non-contact 
condition. Repeat times: 1000. 



 

 

 
Supplementary Fig. 7. A simulated model established for the interface. A positively charged 
(0.001 C·m2) film away from the negatively charged PTFE (-0.001 C·m2) with a back Cu 
electrode and another Cu electrode as grounded electrode. 
 



 

 

 
Supplementary Fig. 8. Fabrication and characterization of the dielectric bilayer. (a) 
Fabrication progress of the bilayer. (b) Nano morphology of S-PCTFE sputtered on raw and 
benzophenone-treated PDMS. (c) ATR-FTIR spectra of PDMS, PCTFE and the bilayer 
(PT-PDMS/PCTFE). (d) Energy Dispersive Spectroscopy image (Cross section) of the layered 
interface (Elements: F, Ag, Si). (e) Cross section of the dielectric bilayer layer with various 
thickness controlled by spin coating speed. 



 

 

 
Supplementary Fig. 9. Output performance of the bilayer. (a) Surface charge density of the 
dielectric bilayer with various thickness (15, 20, 25, 55, 75, and 20 with rough electrode). Data are 
presented as mean (SD) with error of repeated tests: n = 5. (b and c) Output performance (b) and 
dielectric property (c) of the dielectric bilayer with various sputtering time of PCTFE (depositing 
thickness 50 nm/h) on PDMS (thickness: 20 μm). Data are presented as mean (SD) with error of 
repeated tests: n = 5 (d) The open-circuit voltage of the bilayer (S-PCTFE/PDMS). (e–g) 
Open-circuit voltage of the bilayer after 5 days (e), 10 days (f) and 15 days (g). (h–i) Initial 
voltage and charge keeping rate of the bilayer after various days (h) and recharged after 15 days 
(i). 



 

 

 

Supplementary Fig. 10. Rough Ag NWs modified interface. (a and b) The simulated model to 
calculate the capacitance of dielectric bilayer on smooth (a) and rough (b) electrode with the same 
average thickness. (c–e) Open circuit voltage of the raw (c), stretched (d) and bended (e) interface 
under non-contact condition. Repeat times: 1000. 
 



 

 
Supplementary Fig. 11. Stability test of the interface under environmental factors. (a) 
Experimental devices for testing the stability of the interface under various humidity (I), air flow 
(II) and temperature (III). (b and c) Open-circuit voltage of the interface under increased humidity 
(b) and air flow (c). (d) Open-circuit voltage of the interface under heating and cooling conditions. 
 



 

 

 
Supplementary Fig. 12. 3D face scan image3D face scan images. (a) The cross section I and II 
marked for analyzing vertical and horizontal eye movements. (b) 3D face scan image of 
dextroversion and laevoversion of corss section II. 



 

 

 
Supplementary Fig. 13. The electrostatic interface array. (a and b) The configuration (a) and 
annotation figure (b) of the interface array with four channels: vertical channel 1 (VC1), vertical 
channel 2 (VC2), horizontal channel 1 (HC1) and horizontal channel 2 (HC2). (c) The flexible 
interface adhered on glasses with various curvature. (d) The stretched interface adhered on a pair 
of glasses. 



 

 

 
Supplementary Fig. 14. Mechanism analysis of the interface array. (a) Mechanism responding 

to a blink. (b–c) Mechanism responding to right oculogyria with upward view (b) and vertical 
view (c).  



 

 

 
Supplementary Fig. 15. Eye tracking of eyeball rotation at various degrees and closing eyes. 
(a and b) Controlled degree of eyeball rotations with a posture controlling the head and a 
transparent scale board for controlling the degree: diagrammatic sketch (a) and testing photograph 
(b). (c and d) Electrostatic signals of dextroversion (c) and laevoversion (d) at degrees from 5° to 
40°. (e) Electrostatic signals of closing eye moving at various directions. 



 

 

 
Supplementary Fig. 16. Eye-tracking performance under sweating. (a) Periocular humidity 
test after sweating. (b and c) Blink signals under nonsweating (b) and (c) sweating conditions. (d 
and e) Supraversion signals under nonsweating (d) and (e) sweating conditions. 
 



 

 

 

Supplementary Fig. 17. Decoding upward eye movements in the paths (4→1, 5→1, 6→3, 
7→4, 8→5, 9→6) and related electrostatic signals. 



 

 

 
Supplementary Fig. 18. Decoding downward eye movements in the paths (1→4, 2→5, 3→6, 
4→7, 5→8, 6→9)4 and related electrostatic signals. 



 

 

 

Supplementary Fig. 19. Decoding right eye movements in the paths (1→2, 2→3, 4→5, 5→6, 
7→8, 8→9) and related electrostatic signals. 



 

 

 
Supplementary Fig. 20. Decoding left eye movements in the paths (2→1, 3→2, 5→4, 6→5, 
8→7, 9→8) and related electrostatic signals. 



 

 

 
Supplementary Fig. 21. Decoding upper right eye movements in the paths (4→2, 7→5, 
5→3,8→6) and related electrostatic signals. 



 

 

 
Supplementary Fig. 22. Decoding lower right eye movements in the paths (2→6, 1→5, 5→9, 
4→8) and related electrostatic signals. 



 

 

 
Supplementary Fig. 23. Decoding upper left eye movements in the paths (5→1, 9→5, 6→2, 
8→4) and related electrostatic signals. 



 

 

 
Supplementary Fig. 24. Decoding upper right eye movements in the paths (2→4, 3→5, 5→7, 
6→8) and related electrostatic signals. 



 

 

 
Supplementary Fig. 25. Deep learning of the eye movements and gazing tracking system. (a) 
Neural network module of deep learning utilized in the system. (b and c) Accuracy (b) and train 
loss (c) curves of the network. 



 

 

 
Supplementary Fig. 26. Deep learning of the eye-controlled input modality. (a and b) 
Accuracy (a) and train loss (b) curves of the network. (c) Confusion map of deep learning 
outcomes. (d) Responding time from signal input to movement decoding (random action in Fig. 
5c–d). 



 

 

 
Supplementary Fig. 27. Potential application of the electrostatic interface. (a) REM sleep 
monitoring. (b) Larynx movement monitoring. (c) Contactless human-machine interactions. 

 



 

 

 
Supplementary Table 1. Calculated molecular polarizability and volume resistivity (from 

handbook) of PTFE, PVC and PCTFE. 



 

 

D irections XX YY ZZ A verage

C–F 7.90 8.34 11.24 9.16 

C–Cl 11.79 11.27 29.56 17.54 
 

Supplementary Table 2. Calculated molecular polarizability of C–F and C–Cl. 
 



 

 

 
Supplementary Table 3. The available range (including factors of humidity, air flow and 

temperature) of the electrostatic interface. 
 

 



 

 

 
Supplementary Table 4. A summary of eye tracking methods with their advantages and 

disadvantages. 



 

 

 
Supplementary Table 5. Comparation of electric signal-based eye tracker between previous 

studies and this work. 

 



 

Supplementary Note 1: 
Mechanism analysis of the interface array to eye dextroversion. 
As is shown in an upward view (Supplementary Fig. 13b), the outlines of eyelid are depicted base 
on the Supplementary Fig. 11b and Movie 1. The periocular skin is supposed positive charged to 
equilibrate the negative interface. From stage I to II, it is obviously that the center parts of upper 
and lower eyelid are away from the channel of VC1 and VC2, which cause the electrons flow out 
of the back electrodes resulting the negative voltage in VC1 and VC2. As for the area opposite to 
HC2, as shown in Supplementary Fig. 13c (a vertical view), when eyeball turning right, the right 
side of the lower eyelid is concave to close to HC2, but the right side of the upper is convex, and 
the final effect on HC2 is a negative potential signal. It is totally contrary of HC1, the convex 
lower eyelid and concave upper eyelid is observed and finally it results in a negative potential on 
HC1. Expressly, the actual interactions between periocular skin and the interface are beyond of 
this simplified illustration, Thus, the signal of dextroversion has some differences with that of 
laevoversion (Fig. 3c, Supplementary Fig. 14c and d). Besides, the number of electrons in the 
figure is just qualitatively describe the direction of the potential but not quantitatively. 

 



 

Supplementary Note 2: 
Basic setup of the eye-tracking system. 
a. The participant is required to move eyes in the neighboring grid in horizontal, vertical and 

diagonal directions. 
b. The deep learning progress extract data of the electrostatic signal every 2 s, and every eye 

movement of the participant are required to finished within 2 s, which is reminded by a buzzer 
of 0.5 Hz. 

c. The system is activated and dormant with signals of two blinks (blink movement within 2 s). 
d. Various data base of different participant should be collected for data training progress.  



 

Supplementary Note 3: 
Basic setup of the eye-controlled input modality. 
a. The deep learning progress extract data of the electrostatic signal every 2 s, and every eye 

movement of the participant are required to finished within 2 s, which is reminded by a buzzer 
of 0.5 Hz. 

b. Signals of single blink is ignored because in the most time, single blink is an unconscious 
movement of human. 

c. For overcome interference of unconscious eyeball rotation, signals of whole wide-angle 
rotation (a round rotation, for example, eyeball rotates to up and backs to the center) are 
induced to controlled the moving direction of the mouse. 

d. The moving distance of the mouse cursor is set in constant, up and down moving distance is 
the same quantity, as well as the left and right distance. In addition, the distance of one 
direction can also be set according to various degrees of eyeball rotations but deep learning 
with training data is necessary. 

e. Various data base of different participant should be collected for data training progress.  
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