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I. MODEL FOR MOLECULE EXCITATION AND SATURATION

In the semi-classical theory of light-matter interaction, the Hamiltonian in the rotation wave
approximation and in the frame rotating with the driving frequency ω is given by

Ĥ = −ℏ∆
2

σ̂z +
ℏΩ
2

(σ̂+ + σ̂−) , (1)

where ∆ = ω − ω0 is the difference between the frequency ω of the applied electric field E and
the molecule’s transition frequency ω0, Ω = −d·E

ℏ is the Rabi frequency, and d the transition
dipole moment of the molecule. The operators are defined as σ̂+ = |e⟩ ⟨g|, σ̂− = |g⟩ ⟨e| and σ̂z =
|e⟩ ⟨e| − |g⟩ ⟨g|. The master equation for the density matrix ρ̂ is then given by

dρ̂

dt
=

1

iℏ

[
Ĥ, ρ̂

]
+ L[ρ̂] with the Liouvillian

L[ρ̂] = γtot
2

(2σ̂−ρ̂σ̂+ − σ̂+σ̂−ρ̂− ρ̂σ̂+σ̂−) , (2)

which describes the spontaneous decay of the excited state due to the coupling to a Markovian reser-
voir of optical modes. The total decay rate of the excited state γtot is influenced by three main decay
channels. The first is the decay into the 0-0 zero-phonon line (ZPL) associated with the emission of
a coherent photon. In the second case, the excited state relaxes into the vibrational manifold of the
electronic ground state via emission of a redshifted photon. And lastly, all nonradiative relaxations
of the excited state contribute to the total decay rate and reduce the quantum efficiency QE = η.
Therefore, we can write γtot = γZPL + γfluor + γnr, with

γZPL =
ω3
0 |d|2

3πϵ0ℏc3
nf2(n), (3)

where f(n) is the local field correction for an electric dipole transition in a dielectric medium with
refractive index n [1–4]. Depending on the polarizability of the emitter compared to the matrix,
this correction can be taken as either f(n) = 3n2/(2n2 + 1) (“empty cavity” correction) or f(n) =
(n2+2)/3 (“virtual cavity” correction) [5], which can be different by about 50% for our parameters.
As we will discuss later, this correction cancels out in the central expression of concern in this work.
Therefore, we leave it as a generic expression and do not elaborate on its exact form.
The photon emission rate of a single molecule is given by F = (γZPL + γfluor)ρ

ss
ee = ηγtotρ

ss
ee,

where ρssee is the steady state population of the excited state. Defining the saturation parameter as
S = P/Psat = 2Ω2/γ2

tot, the excited state population can be written as

ρssee =
1

2

S

1 + S + (2∆/γtot)
2 . (4)
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This derivation assumes negligible dephasing, which is justified at cryogenic temperatures for DBT
molecules embedded in pDCB.
Generally, the measured linewidth Γ can be larger than the pure radiative linewidth at weak

excitation γr = ηγtot due to a finite nonradiative decay rate. Additionally, at high excitation
powers, the emission rate saturates and the measured linewidth increases via

F (S) = F (∞)
P

P + Psat
and Γ(S) = γtot

√
P + Psat

Psat
, (5)

respectively. For S = 1 , i.e. P = Psat, the relation between the molecule decay rate and the electric
field at the emitter position is given by

γ2
tot = 2Ω2 = 2

cos2(θ)|d|2|Esat|2

ℏ2
, (6)

where θ is the angle between the transition dipole orientation and the electric field polarization.
Using Eq. (3) and Eq. (6), the electric field amplitude at saturation S = 1 can be written as

|Esat|2 =
ℏ
2

ω3
0

3πϵ0c3
1

cos2(θ)

γ2
tot

γZPL
nf2(n). (7)

In the next step, we relate the electric field amplitude at the position of the molecule to directly
measurable parameters. Assume a total illumination power P , focused onto the vicinity of the
molecule positioned at r = rm. For excitation intensities significantly lower than saturation, i.e.
S ≪ 1, the fluorescence count rate is linearly proportional to the electric field intensity at the
position of the molecule, such that Fdet ∝ |E(rm)|2 ∝ I(rm) . We use a laser scanning mirror
(LSM), to map the intensity distribution of the excitation beam, and define the effective beam area
Aeff such that Aeff =

∫
I(r)dA/I(rm) = P/I(rm). As a result, Aeff can be directly measured through

Aeff =

∫
Fdet(r)d

2r

Fdet(rm)
, (8)

where Fdet(r) is the detected fluorescence count rate, when the beam center is at position r in the
sample plane.
The excitation intensity I(rm) is linked to the macroscopic electric field in the medium via

I(rm) =
cnϵ0
2

|Emacro|2, (9)

Thus,

|Emacro|2 =
2

cnϵ0

P

Aeff
. (10)

The local field strength at the molecule position |E(rm)|2 is obtained by multiplication with the
local field correction factor [3]

|E(rm)|2 = |Emacro|2f2(n). (11)

Substituting the electric field intensity in Eq. (7) with the measurable parameters given by Eq. 11,
yields

|Esat|2 =
ℏ
2

ω3
0

3πϵ0c3
1

cos2(θ)

γ2
tot

γZPL
nf2(n)

=
2

cnϵ0

Psat

Aeff
f2(n),

S2



which can be rewritten as

Psat cos
2(θ) =

π

3

n2

λ2
Aeffℏω0

γ2
tot

γZPL
. (12)

It is important to note that this final expression is independent of the local field correction factor
f(n), even though both the local applied field in Eq. (11) and the radiative decay rate in Eq. (3)
include it. This is to be expected, as this correction equally affects the real driving field in the
saturation power calculation and the vacuum fluctuations of the electric field responsible for the
spontaneous decay.

II. ESTIMATION OF THE MAXIMUM EMISSION RATE

For S ≫ 1, the steady state population of the excited state saturates and from Eq. (4) and Eq. (5)
we get

F (∞) = lim
S→∞

F (S) = lim
S→∞

γrρ
ss
ee =

1

2
γr. (13)

We account for a non-ideal detection efficiency by introducing ηtot the total detection efficiency.
This allows us to relate the detected count rates Fdet(∞) to the total emission rate by

Fdet(∞) =ηtotF (∞)

=ηcollηtrηspecηdetF (∞), (14)

where we introduce ηcoll for the collection efficiency of the aspherical lens, ηtr for the transmission
losses in the detection path, ηspec is the effective fraction of the emission spectrum detected by the
APD, and ηdet is the APD detection efficiency.
The transmission efficiency of our setup is measured to be ηtr = 69%. To quantify the APD

detection efficiency, a calibrated ND filter is used to attenuate known laser powers. Comparing the
expected count rates with measured values by the APD, the quantum efficiency of the APD is found
to be ηdet = 55% at 744.5 nm. APD’s quantum efficiency further decreases with longer wavelengths,
which is taken into account in ηspec.
To calculate the collection efficiency of the aspherical lens ηcoll, we decompose a dipolar radiation

pattern into plane waves propagating in the sample (Fig. S1). In order to calculate the fraction of
radiation intensity that falls within the solid angle collected by the aspherical lens, the orientation
of the emitter must be considered. Accordingly, assuming an emitter located in the center of the
pDCB layer with an out of plane angle θ, we estimate the collection efficiency as ηcoll = ηHcoll cos

2(θ)+

ηVcoll sin
2(θ) with ηHcoll = 9% and ηVcoll = 1%. We also note that changing the molecule’s distance from

the glass-pDCB interface did not affect these values by more than 10%. A more detailed discussion
of this method is given in Ref. [6].
Finally, we account for the effective spectral detection window ηspec. We consider three main

sources that prevent ηspec from reaching 100%. First, the long pass filter (LP) rejects all coherent
emissions, limiting ηspec to a maximum of (1 − α), where α is the fraction of photons emitted
coherently through ZPL. Second, due to the finite slope of the tunable LP, photons spectrally close
to the ZPL cannot be detected because the filter edge is set such that the excitation beam is
efficiently blocked (see Fig. S2). Third, due to the aspheric lens’ chromatic aberrations, the redshift
photons are not perfectly collimated, which results in extra clipping losses at longer wavelengths.
Additionally, as the wavelength increases, the APD’s quantum efficiency decreases further. In the
following section, we will discuss how to estimate ηspec.

III. SPECTRAL DETECTION WINDOW AND THE BRANCHING RATIO

Determining the maximum emission rate F (∞) requires knowledge of the effective spectral detec-
tion window ηspec. In order to estimate this value, we separate the chromatic dependencies from the
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FIG. S1. Calculation of the collection efficiency ηcoll. The emitter is assumed to be at the center of the
pDCB layer (green) with n = 1.6, within a channel made in fused silica with n = 1.45. asph: Aspherical
lens, NA= 0.77.
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FIG. S2. Transmission profile of the long pass fluorescence filter. Blue line shows the normalized photon
counts. Orange line is the rolling average of the raw data. Filter edge is adjusted to reject the excitation
beam (dashed line).

branching ratio by defining ηspec = η̂spec(1− α). To independently demonstrate the effects of these
two parameters, we have performed exactly the same analysis as was done for Fig. 3(b) in the main
text, but this time varying the values of η̂spec and α. The results are demonstrated in Fig. S3, and
the exact analysis procedure is described below.

The values on the x axis are calculated by substituting QE = γr/γtot = γZPL/(αγtot) in Eq. (12)
such that

QE · cos2(θ) = 1

α

π

3

n2

λ2

Aeff

Psat
ℏω0γtot, (15)

where γtot and ω0 are directly measured as the low-power spectroscopic linewidth and resonance
frequency respectively (see Fig. 2(b)). The saturation power Psat is derived from fitting Eq. (5)
to the saturation measurement similar to the ones in Fig. 2(b), and Aeff is extracted from the
LSM measurements (see Eq. (8) and Fig. (2)c). The unknown value of θ in this expression is the
angle between emitter’s transition dipole vector and polarization of the excitation beam. In our
measurements, we have adjusted the in-plane angle of the incident polarization to maximize the
excitation of the emitter. As a result, the angle θ in Eq. (15) is the out of plane angle of the emitter.
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FIG. S3. Estimation of the effective spectral detection window and the branching ratio. Comparing the
predicted QE of individual molecules, the best agreement between the two methods occurs for η̂spec ≈ 0.8
and α ≈ 0.33.

The y axis values in Fig. S3 are calculated using Eq. (13) and Eq. (14) via

QE · ηcoll(θ)
ηcoll(0)

=
γr
γtot

ηcoll(θ)

ηcoll(0)

=
2

γtot

Fdet(∞)

ηcoll(θ)ηtrηspecηdet

ηcoll(θ)

ηcoll(0)

=
2

γtot

Fdet(∞)

ηtrη̂spec(1− α)ηdetηcoll(0)
(16)

with Fdet(∞) derived from the saturation measurement. The other parameters on the right side
of the equation are also known as explained above. Here, θ denotes emitter’s out of plane angle
(Fig. S1), which is the same angle as in Eq. (15).
As illustrated in Fig. S3 and described in Eq. (15) and Eq. (16), by increasing the branching ratio,

the predicted QE via saturation measurement (x axis) decreases, whereas the corresponding values
derived from fluorescence counts (y axis) increase. Changes in the chromatic factor η̂spec, however,
only shift the y axis.

Considering that η̂spec < 1 (since the phonon wing is filtered and the APD’s quantum efficiency
drops by more than 10% at longer wavelength), the best agreement between the two methods occurs
for η̂spec ≈ 0.8 and 0.30 < α < 0.35. This leads us to estimate ηspec ≈ 0.8(1− 0.33).

IV. INTENSITY AUTOCORRELATION MEASUREMENTS

In order to justify our assumptions about negligible effects of dephasing and inter-system crossing
(ISC), we have performed detailed measurements of the intensity (i.e., second-order) autocorrelation
function for a single randomly selected molecule. These measurement were done for a range of
resonant (i.e., via ZPL) excitation powers. The results are displayed in Fig. S4.
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FIG. S4. (a) Intensity autocorrelation function g(2)(τ) for a molecule fluorescence at short timescales. The
molecule was excited via its ZPL at low power P ≈ 0.05Psat. The black line is a theory fit as discussed in
the text. (b) Same, but for longer timescales and for higher power P ≈ 200Psat. The darker orange line
depicts the data binned in 1µs-wide bins, while the light-orange line corresponds to the bin size of 0.1µs.
The black line is an exponential fit to the light-orange data as described in the text. The data in the interval
[−0.1µs,+0.1µs] has been removed for plotting and fitting.

The first plot (Fig. S4(a)) shows the autocorrelation function obtained for short time scales on
the order of the excited state lifetime, and at a very low excitation power P ≈ 0.05Psat ≪ Psat.
The data is fitted by a theoretical expression which takes into account saturation and dephasing
effects[7]. In the fit we have fixed the values of the low-power homogeneous linewidth to 25.2MHz
and the power-broadened linewidth to 25.5MHz, which have been measured separately. The best
fit, as shown by the black line, was obtained by setting the lifetime-limited linewidth to be equal to
the homogeneous linewidth, which confirms negligible dephasing.
The second plot (Fig. S4(b)) conveys the same kind of information, but for longer timescales and

for an excitation power well above saturation, P ≈ 200Psat ≫ Psat. The plot shows a bunching
peak, which can be well fitted by a simple exponential decay function g(2)(τ) = 1+Ce−|τ |/τ0 . Such
a peak is indeed characteristic of a long-lived shelving triplet state. However, its very low contrast
of C = 10−3 indicates that the fraction of time spent in the shelving state C/(1 + C) ≈ C = 10−3

is negligible, which means that the ISC effects can be ignored in our QE analysis. Furthermore,
in this regime the exponent decay time of τ0 = 10µs is almost equal to the triplet state lifetime.
Together with the contrast, this lets us estimate the shelving rate of C/τ0 ≈ 2π ·15Hz corresponding
to a triplet state yield of 10−6. Both the triplet state lifetime and its yield are in a relatively good
agreement with the values previously obtained for DBT in anthracene at low temperatures[8].

V. SOURCES OF UNCERTAINTY

In this section we list and estimate potential sources of uncertainty for both methods. We omit the
sources already discussed in the main text and in the previous section, i.e., the dipole orientation,
the ISC, and any extra dephasing.
First, we discuss the fluorescence detection method, which mostly relies on the knowledge of the

collection efficiency and the detection losses. The calculated values depend on the following factors:

• The calibration uncertainties. We have estimated the uncertainty in the setup transmission
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efficiency ηtr at 744.5 nm to be around 0.2%, and the uncertainty in APD detection efficiency
ηdet at this wavelength at around 2%. As a result, the total absolute uncertainty due to these
sources is about 4%.

• The dipole emission collection efficiency. It depends on the dielectric environment of the
molecule, including the nanochannel thickness, the molecule’s position within the nanochan-
nel, and the refractive index of the host crystal and the nanochannel material. None of these
values (save for the nanochannel refractive index) can be precisely determined due to local
fabrication variations, random molecule distribution, and uncertainty in the host crystal ori-
entation and material parameters. Nevertheless, calculations and numerical simulations for
different combinations of these parameters do not produce more than ±10% deviation. Fur-
thermore, most of this deviation varies from molecule to molecule, showing up as a spread in
their QEs rather than a constant systematic deviation.

• The extra wavelength-dependent fluorescence losses. They depend both on the exact chromatic
distortions of the optical setup and on the spectral power distribution of the fluorescence,
neither of which are known precisely. In practice, we leave it as a fit parameter in our analysis
and get a value of η̂spec = 0.8. This is a reasonable number given the relatively large wavelength
span of the fluorescence emission.

Conversely, the excitation method relies on the precise determination of the incident laser intensity,
but is insensitive to the detection efficiency. The local intensity is affected by the following factors:

• Reflection and interference of the excitation light. In calculating the intensity experienced
by the molecule, we have assumed that the focused light passes the molecule only once, i.e.,
there are no reflections at interfaces. However, these reflections do happen in practice, and
the resulting back-scattered light interferes with the incident light producing a standing wave.
This means that molecules can experience a different optical intensity depending on their z-
positions within the channel. Furthermore, since the thickness of the channel (1.2 µm) is larger
than half the wavelength of the excitation light in the host crystal (∼ 250 nm), the channel
contains several periods of this standing wave, meaning that molecules can, in principle, be at
any position along the standing wave. In practice, due to the strongly focused nature of the
excitation beam, we only need to consider pDCB-glass interfaces, as glass-vacuum interfaces
are at least 150µm away, much further than the Rayleigh range of the beam. Assuming the
pDCB refractive index of 1.6, we obtain about 5% amplitude reflection, which results in ±5%
amplitude modulation or, correspondingly, ±10% power modulation. Since this modulation
is position-dependent, we expect its effect to be different for different molecules, leading to
overall spread but no systematic deviation.

• Refractive index uncertainty. Similarly to the detection-based method, one needs to know
the refractive index of the host material. Given about ±5% distribution for different crystal
axes, we would expect this to produce ±10% variation in the extracted quantum efficiency.
Similarly to the other method, this will vary from molecule to molecule due to the difference
in the local crystal orientation.

• Polarization-dependent losses in the illumination part of the setup. These can lead to variations
in the incident power for differently oriented molecules, resulting in a miscalculation of the
saturation power. We have estimated these power variations to be within ±10% between
different incident polarizations.

Finally, there are some common error sources, which contribute to both methods:

• Uncertainty in the branching ratio α. There are no clear studies of this value for DBT:pDCB.
Since it is generally expected to depend on the host matrix, one can not readily use values
obtained for other host crystals such as anthracene or naphthalene. Furthermore, one can not
exclude intra-molecule variations, since this branching ratio can depend on the local phononic
environment. On the other hand, this value contributes differently to the two methods: the
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fluorescence-based emission method yields a signal proportional to (1 − α), while the excita-
tion method, which measures the strength of the ZPL, produces a signal proportional to α.
Therefore, adjusting α to make both methods agree can minimize the effect of this uncertainty.

• Local photonic environment such as cracks in the crystal. They can lead to large deviations
both in the excitation efficiency distribution and in the emission collection efficiency. We have
taken two precautions to mitigate this effect. First, using an incoherent wide-field illumination
and a camera we inspected areas around each molecule to make sure that there are no visible
defects within several microns from the molecules. Second, we have confirmed that the illu-
mination profile measured with our laser scanning method is well-approximated with an Airy
disk.

Overall, the variations in the dipole emission collection efficiency and the residual uncertainty
of about 10% in the wavelength-dependent losses (based on the appearance of Fig. S3) yield the
individual uncertainty of about 15% for the first, emission-based, method. For the excitation-based
method, the effects of interference, refractive index uncertainty, and polarization dependent losses
are all estimated to be at around 10%, leading to a total uncertainty of around 18% for individual
measurements. As we adjust the branching ratio to achieve best agreement between the two methods,
the effect of the branching ratio is minimized, and the local crystal defects should not produce a large
effect due to their rarity and additional inspection. Therefore, the overall uncertainty is predicted
to range from 15% to 20%, which is consistent with the observed spread in Fig. 3(b).
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