
Supplemental Material:

1 Datasets:

1.1 Human participant dataset 1
A dataset was collected by Shandhi et al. and Hersek et al. for the purpose of two studies: (1) to study
the accuracy of PEP estimation based on the data collected with accelerometers and gyroscopes individually
or in combination, and (2) to train a U-Net model for mapping SCG signals to BCG signals to augment
BCG to datasets with only SCG recordings [1, 2]. In this protocol, a total of 26 healthy participants (10
females, and 16 males) went through a protocol (H18452) approved by the IRB, designed to non-invasively
induce changes in PEP [1, 2]. The protocol begins with a rest baseline period of 5 minutes followed by a 3
minute walk on a treadmill and a 1.5 minute squatting exercise ending in a 5 minute recovery period [1, 2].
One accelerometer, and one gyroscope were placed on the mid-sternal line respectively above and below the
midpoint of the supersternal notch and the xiphoid process [1,2]. For the purpose of this study we only used
the z-axis accelerometer data in this dataset which was collected from the mid-sternum.

1.2 Human participant dataset 2
A dataset was collected by Hersek et al. for the purpose of testing the U-Net model trained for SCG to BCG
mapping [2]. In this protocol, a total of 10 healthy participants (5 females, and 5 males) went through a
protocol (H18452) approved by the IRB, designed to non-invasively induce changes in PEP [2]. The protocol
begins with a rest baseline period of 5 minutes standing on a BCG scale, followed by a 20 seconds Valsalva
maneuver, a 2 minutes rest period, a 2 minutes walk on a treadmill, and a 1.5 minute squatting exercise
ending in a 5 minute recovery period on the BCG scale [2]. One accelerometer was placed on the mid-sternum
and a wireless 3-lead ECG sensor was used for ECG data collection [2]. For the purpose of this study we
only used the z-axis accelerometer data in this dataset which was collected from the mid-sternum.

1.3 Human participant dataset 3
A dataset was collected by Ashouri et al. to study the effect of sensor placement for SCG recordings on PEP
estimation accuracy [3]. In this study, a total of 10 healthy participants (5 females, and 5 males) participated
in a two day protocol (H13512) approved by the IRB, with the same activity tasks on both days but different
sensor placements. The protocol was designed to study the effect of sensor placement on signal morphology
over a wide range of PEP values. The protocol for each day starts with a 1 minute baseline, followed by a 1
minute stepping exercise, and ending in a 5 minute recovery period [3]. On each day, three accelerometers
were placed on the chest, day 1, on the mid-sternum, 7.5 cm to the left, and 7.5 cm to the right, and day 2,
on the mid-sternum, 5 cm above and 5 cm below [3]. For the purpose of this study we only used the z-axis
accelerometer data of this dataset which was collected from the sensor placed on the mid-sternum.

1.4 Human participant dataset 4
A dataset was collected by Gurel et al. [4] to design a classifier that uses non-invasively sensed physiological
signals to differentiate between three protocol tasks: rest, mental arithmetic, and N-back tasks. In this study,
a total of 16 healthy participants (6 females, and 10 males) went through a protocol (H13512) approved by
the IRB, consisting of 6 phases consisting of mental arithmetic [5] and N-back (a measure of working memory
function [6]) [7] tasks designed to induce mental stress resulting in cardiovascular responses. The protocol
starts with a 3 minute baseline followed by 6 tasks (three arithmetic and three N-back) with 3 minute rest
periods in between each two task ending with a final 3 minute rest period [4]. During the entirety of this
protocol, the participants were told to keep their eyes closed. For each participant, one SCG sensor was
placed on the mid-sternum, and a wireless 3-lead ECG sensor was used for ECG data collection [4]. For the
purpose of this study, we only used the z-axis accelerometer data collected from the mid-sternum.



1.5 Human participant dataset 5
A dataset was collected by Chan et al. [8] to demonstrate oxygen saturation (SpO2) estimation using a
chest-worn wearable patch biosensor. In this study, 20 healthy participants (6 females, and 14 males) went
through a breath-hold protocol (H21100) approved by the IRB, where each participant was asked to to hold
their breath for as long as they can for 10 times separated by 1 minute rest periods between breath-holds [8].
For each participant, a wearable patch biosensor was attached to the mid-sternum (Collecting SCG, single-
lead ECG, and PPG signals), and a wireless 3-lead ECG sensor was used for ECG data collection [8]. For
the purpose of this study we only used the z-axis accelerometer data from this dataset which was collected
from the patch placed on the mid-sternum.

1.6 Animal subject dataset 6
A dataset was collected by Zia et al. [9] to study how cardiovascular features change during hemorrhage
and develop a globalized model for blood volume status estimation. In this study, 6 pigs went through
an experimental protocol (A100276) approved by the IACUC, to induce hypovolemia where blood was
progressively drawn from the pig until blood volume reached one of four levels (7, 14, 21, and 28 percent of
total blood volume). For each subject, an SCG sensor was placed on the mid-sternum, PPG sensors were
placed on the femoral artery branches, and a 3-lead ECG sensor was used for ECG data collection [9]. For
the purpose of this study, we only used the z-axis accelerometer data collected from the mid-sternum during
baseline (before any blood was drawn) to allow for comparison to healthy subject SCG waveforms. This
animal subject dataset was solely used for validating the generative model described in section ??. The pig
dataset was to test the synthetic signals are acquired signals of the same modality but from a demographic
with completely different physiology.

2 Pre-processing

2.1 Heartbeat separation
Using the R-peaks of the ECG signals collected concurrently with the SCG signals, the filtered signals were
heartbeat-separated from 80 ms before the R-peak to 560 ms after the R-peak. This region was chosen to
make sure the whole SCG beat is present in the region while keeping the interval short for computational
time reduction.

2.2 Signal quality indexing
For signal quality indexing (SQI) a method introduced in prior work for SCG beats was used to identify
and exclude the beats contaminated with noise above a certain threshold [10]. The exponential factor (λ)
of 25 was chosen, and beats with SQI values below 0.5 were rejected [11]. Finally, the remaining beats were
down-sampled to 250 Hz to reduce the computational cost while keeping the SCG frequency components.

Finally, the beats are min-max normalized and centered around 0.5 to ensure model generalization.

2.3 Skeleton signal
The skeleton signal consists of two Gaussian waveforms in the AO and AC locations. The Gaussian waveform
at the AO location has a fixed width of 160 ms (variance=28 ms), and the Gaussian waveform at the AC
location has a fixed width of 112 ms (variance=20 ms). These widths are chosen to cover the majority of S1
and S2 portions of a real SCG beat respectively. This skeleton signal is a simple representation of the SCG
features.



3 Model architecture:

3.1 Scaled positional encoding
Transformers use multi-head attention blocks and, unlike RNNs, process input tokens in parallel. This results
in accelerated training; however, the model doesn’t capture the information about the order of the input
tokens. Thus, for sequence modeling tasks, the transformer model needs to receive positional information in
some format. This is usually done by adding positional information to the token embeddings themselves. One
method, which we used in this work and is often used by literature, is triangular positional embedding [12,13].
The triangular positional embedding is defined as follows:
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Where pos is the token step, i is the embedding index, and dmodel is the dimension of embedding. For
natural machine translation (NMT), the positional embedding for the encoder and decoder have the same
scales. However, in this work since the encoder side receives SCG features, and the decoder side generates
an SCG waveform, having embeddings with the same scales might cause constraints on these two separate
spaces. To overcome this, as suggested by prior work, we multiply a trainable weight to relax the constraints
and let the embeddings adapt to the scaling of the two sides [13].

3.2 Embeddings
To make the input readable for the transformer network, inputs need to be mapped (encoded) into embedding
vectors. Samples are discretized to tokens and then a token embedding block will map each token to an
embedding vector that can be fed into the transformer model. Thus, the performance is determined by (1)
how these samples are split into tokens, and (2) the embedding that maps these tokens to embedding vectors.
For instance, in NLP tasks, a string of text is usually split into words, each given a token ID integer using
a tokenizer. Each token is then mapped to an embedding vector. This embedding can be as simple as a
trainable embedding layer added to the network, or more complex such as Word2Vec where the embeddings
are a 1-to-1 mapping, or BERT where embeddings are contextual and depend on the other tokens in the
input sentence [14,15].

To use the transformer architecture for SCG signals, a tokenization and embeddings similar to word tok-
enization and embeddings but relevant to the SCG signals subspace is necessary. In this work we propose
tokenization as splitting the SCG beat into time windows and embeddings as features for each time window.
Three different fixed embeddings were explored in this work: (1) Spectrogram with each time window (128 ms
window with 75% overlap) as one token with an embedding vector length equal to the number of frequency
bins (128 bins), (2) Maximal overlap discrete wavelet transform (MODWT) using the Haar wavelet with
each time window as one token with embedding vector length equal to the number of decomposition levels
(8 levels), (3) A pre-trained embedding block which is the encoder block extracted from an auto-encoder
with a 4-layer CNN encoder, and a 4-layer CNN decoder with ReLu activation trained on the training set
for 60 epochs. This pre-trained encoder converts the input beat sample of size 160, to 20 tokens (through
the CNN network with receptive field of 8) with embedding vector length of 64 (resulting in a 20*64 image).
These embedding blocks were added to both encoder and decoder sides for the skeleton input waveform
embeddings, and the SCG beat embeddings, respectively.

Note that MODWT is a type of wavelet transform and was chosen instead of continuous wavelet transform
(CWT) as it enables perfect reconstruction of the signal which is required in this work and is not possible
using CWT [16].



Fig. 2(b) represents the tokenizer and embedding block, and Fig. 2(h) represents the SCG reconstruction
block that is responsible for reconstructing the SCG beat from the predicted embedding vectors.

To compare the performance between these three embeddings we replaced the tokenizer/embedding block in
the architecture (Fig. 2(b)) while keeping the rest of the architecture unchanged, and trained the model on
the same training dataset and evaluated on the test dataset.

3.3 Encoder and decoder
Both encoder and decoder blocks of the transformer architecture (Fig. 2(d, f)) consist of two main layers:
attention layers and fully connected layers. The attention layer receives a query as input, and returns an
output based on a set of key-value pairs that it has as its memory. This output is a weighted sum of values
where each value has a weight assigned as a function of the query and the key [12]. The encoder block (Fig.
2(d)) learns the relations in the input sequence. The self-attention block in the encoder attends to all tokens
coming from the previous layer. The decoder block (Fig. 2(f)) is responsible for generating the SCG beat
using the information it gains from the input SCG samples combined with the information coming from the
encoder. The self-attention block in the decoder can only attend to the same token or the previous tokens.
Attending to the tokens after the current token is blocked using attention masks. The encoder-decoder
cross-attention block in the decoder receives the key-value pairs from the encoder and the query from the
previous layer of the decoder.

3.4 Encoder and decoder pre-net
In the architecture proposed here, the source signal is a skeleton signal and the target signal is a real SCG
beat. Because, the two subspaces are not the same, adaptation steps are required to project the signals
from the source and target domains into the same subspace. For this, we implemented a pair of trainable
pre-net blocks responsible for projecting the fixed embeddings of both encoder and decoder inputs to a more
flexible subspace to increase compatibility between the input and output domains. These blocks consist
of two layer fully connected networks with ReLU activation similar to the TTS transformer architecture
in prior work. For both pre-net blocks, we added a linear projection layer for center consistency after the
ReLU activation of the final layer , This projection layer resolves the problems that may cause from adding a
positional embedding in range of [-1,1] (equation 1, 2) to the output of ReLU which is in range of [0,+∞] [13].

3.5 Decoder post-net
Because the pre-net transforms the tokens from the SCG domain to a different subspace, we use a decoder
post-net block (Fig. 2(g)) to revert this transformation on the generator tokens.

We implemented a post-net block (Fig. 2(g)) responsible for this task that predicts the token embeddings
from the output tokens generated by the transformer. This block consists of a linear projection to predict
the embeddings and a 5-layer CNN to refine the prediction of these embeddings using a ResNet architecture
similar to the TTS transformer architecture in prior work [13,17].

4 Hyperparameter tuning:
To optimize the performance of the model we tuned some of the hyperparameters using a grid search. These
hyperparameters include: learning rate warm-up parameters (warm-up steps), number of encoder/decoder
blocks in the transformer, number of attention heads, batch size, and number of layers in the pre-net and
post-net blocks. To evaluate the performance we trained the model on the training set and measured its
performance using the validation set and the distance metrics explained in section ??. Hyperparameter
tuning results are shown in the Supplementary Tables (Tables S2, S3, and S4).



5 Distance metrics for model evaluation:

5.1 Maximum Mean Discrepancy (MMD)
Maximum Mean Discrepancy (MMD) test statistic measures whether two distributions are different based
on the samples drawn from each. It does so by computing the norm of the difference between the feature
distributions’ means in the reproducing kernel Hilbert space [18]. MMD was calculated between each pair
of datasets (that contain SCG beat samples) using equation (3) [18].
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Where P is the true distribution, and Q is the approximated distribution. n and m are the number of samples
drawn from P and Q respectively. x and y are 1-D SCG beat samples drawn from P and Q respectively.

5.2 Sliced-Wasserstein Distance (SWD)
The Wasserstein distance calculates the cost of transforming one distribution to another [19]. The Sliced-
Wasserstein distance is the cost between multi-dimensional distributions calculated using the 1-D Wasserstein
distance between projections of these higher-dimensional distributions to random 1-D spaces [19]. To calcu-
late the SWD, we obtain 1-D representations of the SCG beat samples in the datasets by projecting them
to random 1-D spaces and aggregate the 1-D Wasserstein distances between these 1-D representations using
equation (4) [20]. We used the same algorithm validated in prior work by Karras et al. for SWD calculations
where inverse empirical cumulative distribution function is calculated using the 1-D representations [21].

W1(Pn||Qm) =

∫ 1

0

|F−1(t) −G−1(t)|dt (4)

Where P is the true distribution, and Q is the approximated distribution. n and m are the number of samples
drawn from P and Q respectively. And, F -1, and G -1 are quantile functions of P, and Q respectively.

5.3 Kullback–Leibler divergence (KLD)
The Kullback-Leibler divergence is a metric to measure the distance between two distributions [22]. The
KL divergence is calculated using equation 5 [23]. Note that KL divergence is asymmetric and measures
how far an approximated distribution is from the true distribution. To estimate KL divergence for data
consisting of continuous vectors, we can add an extra step that first estimates the two distributions P and
Q by computing their nearest neighbor estimates, and then calculate the KL divergence [23–25].
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Where P is the true distribution, and Q is the approximated distribution. n and m are the number of
samples in P and Q respectively, and d is the length of each sample (length of the SCG beat). And, rk(xi)
and sk(xi) are the Euclidean distances of xi drawn from P to the kth nearest-neighbor of xi in P and Q
samples respectively. For rk(xi) we chose k=2 because the nearest-neighbor of xi to P would be itself, so we
calculate the distance to the second nearest neighbor. For rk(xi) we chose k=1.



6 Morphological variability:
In order to validate that the random ID token induces inter-participant variability, we generated 16 subjects
where each has a unique random ID with linearly varying PEP and LVET parameters. Using dynamic time
warping (DTW), we measured the average distance between the waveforms belonging to each participant and
the distance between the waveforms of two separate participants. The results showed that the DTW distance
is 0.51±0.06 within beats of each participant and 0.77±0.24 between the beats of two different participants.
The DTW distances within the beats of each participant and between participants imply that on average the
intra-participant variability is less than inter-participant variability. The higher variance in inter-participant
distances indicates the fact that some patient pairs can have more similar SCG morphologies compared to
other pairs.

7 Demystifying the transformer model:
The attention weights of the transformer block are visualized by heat-maps in Fig. S3. The self-attention
blocks in the encoder and decoder indicate how different parts of an embedding sequence (from the previous
layer) interact with itself. And the cross-attention blocks in the decoder indicate how an embedding sequence
from the previous layer of the decoder interacts with the output sequence of the encoder (memory). In the
transformer architecture, the encoder block encodes the skeleton signal input, and passes key-value pairs
(memory) to the decoder block. The decoder will use these key-value pairs that hold information learned
from the encoder input to generate the output sequence.

We hypothesize that for generating realistic SCG beats with controllable features, the decoder block fuses
information from the decoder input (real SCG beats) and information encoded through the encoder from
the skeleton signal (desired features). Fig. S3 shows a visualization of the self-attention weights for the
first encoder and decoder layer in form of heat-maps. The encoder self-attention weights (Fig. S3(a)) show
that input tokens which are parts of the skeleton signal are focusing on the two Gaussian peaks representing
the AO, and AC location and amplitude of the SCG beat. The decoder self-attention block shows diagonal
attentions for most of the heads meaning the real SCG signal tokens attend strongly either to themselves,
or to a token with a constant offset, especially in the S1 and S2 regions (Fig. S3(b)). In addition, in head 8
of the decoder self-attention we can observe that the S1 and S2 complexes are attending to the random ID
token which holds global information such as the morphology. The encoder-decoder attention weight (Fig.
S3(c)), visualizes how the information from the encoder are fused with the information from the previous
decoder layer. It can be observed that the S1 and S2 portions of the real SCG beats are attending to the
S1 and S2 portions of the skeleton signal. This means that the generated SCG output is build using the
information from the skeleton input which is what we expect the model learn in this translation task. For
example, attention from S1 portion of the real SCG to S1 portion of the skeleton can be observed in heads
1, 2, 3, 4, 5, and 7, and attention from S2 portion of the real SCG to S2 portion of the skeleton can be
observed in heads 1, 2, 4, 5, 7, and 8. Some other combinations of attention is also observed through different
attention heads. For example, head 3 shows the S1 portion of the real SCG is attending to both S1 and S2
portions of the skeleton signal, and head 8 shows the S2 portion of the real SCG is attending to both AO
and AC portions of the skeleton signal.
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Supplemental Tables:

Table. S1: Model Summary

Layer Description

SCG Embedding MODWT

Encoder/Decoder Prenet (2x) FCN + ReLU
linear projection

Positional Encoding Scaled

Transformer Encoder Block (3x) Encoders (8-heads, 20 tokens)

Transformer Decoder Block (3x) Decoders (8-heads, 20 tokens)

Decoder Post-net Linear projection
5-layer CNN (Res-Net)

SCG Reconstruction Inverse MODWT



Table. S2: Number of Encoder Decoder Blocks (N)

Layer Number SWD MMD KLD

2-layer 0.40 0.10 113.85
3-layer 0.39 0.09 106.49
4-layer 0.46 0.13 118.54

Table. S3: Number of Attention Heads

Heads SWD MMD KLD

4-head 0.42 0.10 116.83
8-head 0.39 0.09 106.49
16-head 0.51 0.16 133.17

Table. S4: Comparison of Scaled and Original Positional Encoding

Type SWD MMD KLD

Original 0.40 0.10 112.04
Scaled 0.39 0.09 106.49

Supplemental Figures:
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Supp. Figure. S1: SCG signals generated with different morphologies by varying the synthetic ID token (Fig.
1(a)) and keeping other input parameters constant (PEP, LVET, AO amplitude, and AC amplitude). We
can observe that the generated beats have different morphologies for the S1 and S2 portions, which suggests
inter-participant variability of the generated beats controlled by the random ID token.
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Supp. Figure. S2: Comapring the RMSE for PEP estimates (using the same models as in prior work [31])
with dataset being augmented with different amounts of synthetic data without varying PEP and LVET
parameters to experiment the effect of augmenting data without diversity.
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(b) Decoder self-attention (layer 1)
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(c) Encoder-decoder cross-attention (layer 1)

Supp. Figure. S3: Attention plots from the trained SCG generator model after 60k steps to demystify the
model, visualizing how the model learns the SCG representation. Attention matrices visualize the regions
of the inputs that the model focuses at each layer to generate the output. The heat-maps show significant
attention on S1 and S2 regions of the SCG that contain the most information about SCG which is what
the model is expected to learn. Note that raw input output waveforms are shown for better interpretation
only while the actual input and output for each layer is a transformed version of the raw input and output.
(a) Encoder self-attention matrix, (b) Decoder self-attention matrix, (c) Encoder-decoder cross-attention
matrix.


