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⊥Department of Physics and Universitätsklinikum, RWTH Aachen University, Aachen

52074, Germany

E-mail: d.mandelli@fz-juelich.de; p.carloni@fz-juelich.de

S-1



Investigation of an Enzymatic Reaction: The Case of

Human Isocitrate Dehydrogenase-1

Classical MD Simulations

(A) (B)

Figure S1: (A) Root Mean Squared Deviation of backbone and important QM residues in
active sites of IDH1. (B) Root Mean Squared Fluctuation of subunit A and subunit B of
IDH1.

The crystal structure of the human IDH1 enzyme (PDB ID: 1T0L)S1 was solvated with

TIP3P watersS2 and the total charge of the simulation box was neutralized by adding Na+

ions. The system (130,828 atoms in total) was then equilibriated using the GROMACS

packageS3 by running a cumulative 1 µs of classical MD (cMD) using the Amber99sb*-ildn

force field.S4,S5 These simulations were performed on the CLAIX18 cluster of the RWTH

Aachen University. The force field parameters for NADP+ were obtained from a previous

studyS6 and the parameters for isocitrate were generated using the Generalised Amber Force

Field,S7 and partial charges were parameterized using the RESP method at HF/6-31G* level

of theory. This was done using the ANTECHAMBER software package and the python pack-

age ACPYPE.S8,S9 A preliminary series of geometry optimization, NVT and NPT ensemble

calculations were done to smoothly ramp up the temperature and pressure to standard con-

ditions. Equilibrium simulations were carried out in the NPT ensemble with the temperature
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and pressure maintained at 300K and 1 bar respectively.

Figure S1a shows the Root Mean Squared Deviation (RMSD) of the backbone carbons,

and those of important residues (of subunit A) in the QM region during the course of the

cMD simulations. The RMSD of backbone reaches a plateau after 0.2 µs, stabilizing around

a value of ∼1.5 Å, showing minimal deviation from the crystal structure. The RMSD of

the QM region residues stabilized at ∼2 Å. The analysis of the MD trajectory in the next

section is done discarding the first 0.2 µs of equilibriation. Figure S1b shows the Root Mean

Squared Fluctuations of the backbone carbons of the protein residues. Key residues in the

active site, and involved in binding ligand, represent a local minimum in the fluctuations

(like Arg100, Arg109, Arg132, Lys212, Asp252, Asp275, Asp279 and Glu306). This shows

that these residues are conserved within the IDH1 enzyme and emphasizes their importance

for protein function.

Asp252B-water-ICT Interaction

Figure S2: Histogram of OW-Hh distance versus OW-Hh-Oh angle for various points on the
classical MD trajectory (refer to figure 3A in the main text for atom naming convention).

As discussed in the main text, we found a water molecule forming an H-bond with

Asp252B and with α-alcohol of ICT in our classical MD simulations. We postulated that
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this makes Asp252B well positioned to abstract a proton from the Cα hydroxyl of ICT, and

initiated the IDH1 catalysis. The histogram of this interaction, i.e., the OW-Hh bonding

distance versus the OW-Hh-Oh bonding angle (refer to figure 3A in the main text for atom

naming convention) for various points across the classical MD simulations is shown in figure

S2. We can see that the classical MD ensemble has a significant probability of existing in the

space where the angle of bonding is between 170 and 180, and the distance is between 2 Å

and 2.2 Å. This shows that the system spends significant time in the configuration where ICT

and the water-Asp252B interact through a hydrogen bond. A point from this configuration

is chosen as the initial coordinates for QM/MM.

QM/MM Simulations

QM/MM MD was carried out using GROMACS 2020.3S3 and CPMD 4.3S10 interfaced with

MiMiC 0.2.0S11 (including the MiMiC Communication Library 2.0.1S12 for server-client com-

munication). A configuration from classical MD (discussed in the previous section) was used

to convert MM inputs into MiMiC-QM/MM (CPMD and GROMACS) input files using the

MiMiCPy package.S13 All QM/MM simulations were performed on the JUWELS cluster of

the Jülich Supercomputing Center.S14 The total system consists of 130,828 atoms, of which

142 atoms were assigned into the QM region. It includes ICT, the nicotinamde ring of the

NADP+ cofactor, the magnesium ion and important residues from the active site (see figure

1a in the main text). The latter include : Arg100A, Arg109A, Lys212B, Arg132A, Tyr139A,

Asp275A, Asp252B (along with the water molecule bound to it), Asp279B and two water

molecules coordinated to Mg2+.

Electrons were treated using DFT at the BLYP level.S15 The core electrons were de-

scribed using norm-conserving pseudopotentialsS16 and the valence electrons were treated

explicitly. Open valences at the boundary of the QM-MM were treated with special mono-

valent pseudopotentials.S17 A plane-wave basis set with a cutoff of 100 Ry was used to

expand the wavefunctions and the Kohn-Sham equations were solved within an orthogonal
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box of size 46.0 a.u. × 46.0 a.u. × 46.0 a.u. The rest of the system was treated with the

Amber99sb*-ildn force field.S4,S5

Electrostatic interactions between the QM and MM subsystems were described using the

Hamiltonian electrostatic coupling scheme of Laio et al.S18 as implemented in the MiMiC

library.S19,S20 The short-range QM-MM electrostatic interactions were computed explicitly

within a cutoff radius of 32 a.u., while the long-range interactions between the point charges

of the MM region and the QM charge density were computed using a 5th order multipole

expansion of the QM electrostatic potential. Born-Oppenheimer MD was employed, with a

timestep of 0.5 fs. Temperature was maintained around 300 K using a Nosé-Hoover chains

thermostat.S21

Thermodynamic integration was performed in three step: (1) 18 QM/MM MD simula-

tions (677 fs each) constraining CV1, (2) a subsequent unconstrainted QM/MM MD of 677

fs, and (3) 19 QM/MM MD simulations (each of 1.4 ps) constraining CV2. Statistical errors

of the free energies were computed from 24 (in step 1) and 54 (in step 2) independent esti-

mates of the potential of mean force obtained dividing the simulation into 50 chunks after

discarding the first 95 fs.

QM/MM MD Benchmarks

Figure S3 shows the strong scaling benchmarks performed using the BLYPS15 functional,

showing parallel efficiency > 70% up to 5,184 cores, achieving a performance of 5.4 ps/day.

Table S1 reports the configurations used for the B3LYP benchmarks of figure 1b of the

main text. In our system, the size of the real space grid for the electronic density along the

x -axis is 294, and the corresponding planes can be distributed across MPI tasks. CPMD

allows for a second level of parallelization by defining the so called CP groups.S22 To achieve

load balance, the total number of MPI tasks should be an integer divisor of 294×CP groups.
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Figure S3: Strong scaling of MiMiC-based DFT QM/MM MD simulations at the BLYP level
of theory of IDH1 as a function of the number of cores assigned to CPMD. In all simulations,
we assigned one node (48 cores) to GROMACS. The speedup is provided in terms of the
CPU time required for one MD step, normalized with respect to the reference run done on
one node. All simulations have been performed on the JUWELS cluster.S14

Investigation of Drug/Enzyme Interactions: The Case

of 2g Binding to p38α Mitogen-activated Protein Kinase

Methods

Classical MD Simulations

The PDB structure and topology of the p38α/2g Michaelis complex was obtained from the

dataset published alongside the results of the high-throughput FEP workflow developed by

Gapsys and coworkers.S23 This dataset was employed in a previous publication of a similar

approach using the Schrödinger software suite,S24 which in turn used starting structures pub-

lished in a large-scale preclinical study of human p38α MAP kinase inhibitors.S25 The topol-

ogy used Amber99sb*-ildn force field parameters for the proteinS4,S5 and GAFF parameters

for the ligand.S7 The ligand used in the simulations described here, 6-(2-fluorophenoxy)-8-

methyl-2-(tetrahydro-2H -pyran-4-ylamino)pyrido[2,3-d ]pyrimidin-7(8H )-one was given the
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Table S1: The configurations used in the B3LYP QM/MM MD benchmarks of the IDH1
system reported in figure 1 of the main text (only the nodes utilized by CPMD are reported).
We report the number of nodes used, the total number of cores (there are 48 cores/node on
JUWELS), the number of MPI tasks per node, the total number of MPI tasks, the number
of CPMD CP groups,S22 and the expected number of FFT planes/task.

Nodes Cores Task/Node Tasks CP Groups # Planes/Task Efficiency (%)
7 336 6 42 1 7 100
147 7,056 6 882 6 2 83
294 14,112 6 1764 12 2 78
588 28,224 4 2352 24 3 72
882 42,336 6 5302 36 2 74
1176 56,448 6 7056 48 2 60
1470 70,560 6 8820 60 2 65
1764 84,672 6 10584 72 2 69

identifier 2g in a previous studies.S25 It is an analogue of the 2a ligand, specifically 6-(2,4-

difluorophenoxy)-8-methyl-2-(tetrahydro-2H -pyran-4-ylamino)pyrido[2,3-d ]pyrimidin-7(8H )-

one (see figure 4 in main text). The X-ray crystal structure of the human p38α MAP kinase

in complex with 2a (PDB code: 3FLN) was used as the basis for the construction of the

p38α/2g complex in the previous study,S24 which was achieved by modifying the ligand

using the Schrödinger Protein Preparation Wizard.S26

The initial PDB structure of the protein-ligand (2g) complex from the dataset was

stripped of the pre-existing water and ions and solvated in a 12 nm × 12 nm× 12 nm

cubic box of TIP3P waterS2 and neutralized with Na+ and Cl− ionsS27 corresponding to a

concentration of 0.033 mol dm−3 of NaCl using GROMACS solvate and genion modules.S3

The final system consisted of 169550 atoms, and was subjected to 3000 steps of energy min-

imization through the steepest descent algorithm implemented in GROMACS 2020.4.S3 All

further equilibration and production simulations were conducted with GROMACS, using a

2 fs time step, the P-LINCS algorithm for constraints,S28 the Bussi velocity-rescaling ther-

mostat with a time constant of 0.1 ps,S29 and PME electrostatics with a 1 nm cutoff and a

Fourier grid spacing of 0.12 nm.S30 After energy minimization, the system was equilibrated

for 1 ns in the NVT ensemble with the temperature maintained at 300 K. This was followed
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by 1 ns of NPT equilibration at 1 bar with the Berendsen barostat with a time constant of

2 ps for the initial relaxation of the box volume,S31 followed by a further 150 ns of equili-

bration at 1 bar with the Parrinello-Rahman barostat,S32 with a time constant of 2 fs. The

duration of the equilibration phase was sufficient for the RMSD of the protein to stably

converge at 0.208± 0.027 nm. An ensemble of 10 production mode MD simulations of 50 ns

duration was then conducted.

QM/MM MD Simulations

The initial QM/MM configuration was taken from the last snapshot of a production run

of the classical MD simulation. The MiMiC-QM/MM input files were generated from the

classical MD files using MiMiCPy.S13 The ligand (2g) was treated at the QM level (46 atoms)

while the rest was described at the MM level. The MM subsystem was described by the

same force fields as in the classical MD simulations. The QM problem was solved within the

plane wave-pseudopotential density functional theory (PW-PP DFT) framework. The BLYP

functional was employed,S15 including Grimme’s dispersion correction.S33 A 90 Ry energy

cutoff was used for the PW basis set and Troullier-Martins PPs described the valence-core

electron interactions.S16 The QM system, which was placed in a rectangular unit cell with

dimensions of 13.02 Å× 15.62 Å × 20.83 Å, was decoupled from the periodic images with the

Martyna-Tuckerman solver. The QM and MM subsystems were electrostatically coupled,S18

as implemented in the MiMiC interface.S19,S20 MM atoms within a cutoff of 26.5 Å were

explicitly considered, while a multipole expansion up to 5th order was used for long-range

interactions. Born-Oppenheimer molecular dynamics were run with a time step of 0.48 fs.

At first, the system was relaxed through a 0.48 ps simulation, in which the atoms velocities

were damped by a factor of 0.99 in each step from an initial Maxwell-Boltzmann velocity

distribution of 300 K. Then, the system was re-heated to 300 K in a 9.68 ps simulation

using the Berendsen thermostat (coupling strength of 5000 au) and a linear heating rate

of 0.04 K fs–1.S31 A 9.68 ps NVT simulation at 300 K followed to equilibrate the system
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using the Nosé-Hoover thermostat (coupling frequency of 3000 cm–1).S21 Finally, the system

underwent further 100 ps QM/MM simulations at 300 K. The trajectory was stored every

0.048 ps for structural analysis.

Electronic Polarization

The electronic density of the ligand (both in vacuo and in the bound state) was calculated

every 5 ps for 20 equidistant QM/MM snapshots, using the same settings as outlined above.

The change in electron density was computed as:

∆ρ = ρcomplex
lig − ρvacuolig (1)

The density of the complex is obtained by performing the calculation in the presence of the

electric field of the surrounding protein and the aqueous solvent. By integrating the ∆ρ, the

change in the atomic charges for each ligand atom (i) was monitored:

∆Q(i) =

∫
∆ρ(r)dr (2)

The integral is solved numerically over the grid points within the Voronoi partition of atom

i using the code from Ref. S34. An estimation of the charge redistribution upon ligand

binding is given by:

∆Qpol = |∆Q(+)|+ |∆Q(−)| (3)

where:

∆Q(+) =
∑
i

∆Q(i), i ∈ {∆Q(i) > 0} (4)

∆Q(−) =
∑
i

∆Q(i), i ∈ {∆Q(i) < 0} (5)
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Vibrational Spectroscopy

The QM/MM simulations of the 2g ligand in the p38α enzyme binding pocket were continued

for 14.52 ps at 300 K using the same settings as described above. Additionally, the dipole

moment µ of the ligand was calculated every 2.42 fs to collect the dipole moment series.

The intensity of the infrared (IR) spectrum was then derived from the Fourier transform of

the dipole moment autocorrelation function (ACF):S35

I(ω) ∝
∫

dt exp−iωt⟨µ(0) · µ(t)⟩ (6)

where ω and t are the angular frequency and time, respectively. The dipole moment ACF is

given by

⟨µ(0) · µ(t)⟩ =
N∑
i

=
t

N − ti
∆t+1

µ(0) · µ(ti + t) (7)

Here, ∆t is the integration timestep (2.42 fs) and N is the total number of steps (30,000).

The TRAVIS program package was used to process the time series data.S36

A reference spectrum of ligand 2g was calculated in the gas phase from quantum chem-

istry calculations. The initial structure from the QM/MM setup was optimized at the BLYP-

D/def2-TZVP level of theory.S37–S39 The resolution-of-the-identity method was employed to

speedup the calculation of the Coulomb integrals. Then, a normal mode analysis was car-

ried out to obtain the IR spectrum in the double harmonic approximation. The quantum

chemical calculations were done with the ORCA 4.0.1 program package.S40

QM/MM MD Benchmarks

In a first set of benchmark calculations (i), we applied the same system settings as described

above. Three different plane wave cutoffs were used: a small (75 Ry) and a medium-sized

(90 Ry) value, typically applied in QM/MM simulations, and a large 120 Ry energy cutoff.
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The heated structure served as initial configurations and underwent 0.48 ps NVT simulations

at 300 K for each cutoff value. Then, the system underwent 20 BO-MD steps, for which

the last 10 steps were used for analysis. In a second set of benchmark calculations (ii), we

applied a cubic QM box size with edge length of 21.16 Å and a plane wave cutoff of 90 Ry.

Otherwise, the protocol was the same as described above. Beside the BLYP functional, we

also show the scaling behavior for the B3LYP functional. Hereby, we evaluated the scaling

based on only one MD step due to the increasing computational cost of these simulations.

All calculations were carried out on the CPU module of the JUWELS cluster, consisting

of nodes with 2 × Intel Xeon Platinum 8168 CPU (48 cores per node). The timings are

normalized with respect to the ones on one node. Hereby, we explored different settings

for OpenMP threads, varying within {1,2,4,6,8,12,16,24}, while the number of MPI tasks

were conveniently adjusted. In the case of the B3LYP functional, we also benchmarked the

number of processor groups as implemented in CPMD. The results are shown in figure S4.

(i) The QM/MM calculations efficiently scale up to 384 cores (figure S4A). Apparently,

the scalability is increased when larger energy cutoffs, and in turn a larger number of plane

waves, are employed. Regarding the performance of the simulations, the utility of our code

is clearly established. We are able to simulate 21−23 ps/day on 384 cores with a reasonable

size of the plane wave expansion. This efficient sampling already allows QM/MM studies of

enzyme-ligand systems in the sub-ns regime, just requiring a few weeks of total simulation

time.

(ii) The scalability of the BLYP simulations is strongly increased, when a cubic QM box

is employed (figure S4B). Importantly, such a setup would be required to take into account

the conformational flexibility of the ligand upon the unbinding process. The calculations

efficiently scale up to ≈ 1, 000 cores, while the performance with ≈ 20 ps/day is almost

retained in comparison to the calculations in (i). Benchmarks at the B3LYP level shows

a strong scaling up to 12,288 cores with an efficiency of ≈ 70% (figure S4C), reaching a

performance of 4.8 ps/day. The extreme scalability observed in our IDH enzyme simulations
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is not fully reached through the lower number of QM atoms (46 compared to 156 atoms)

and smaller QM box sizes. However, a similar scaling behavior is expected as soon as the

QM region of the p38α/2g system would be increased by inclusion of protein residues.
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(A)

(B)

(C)

Figure S4: Scaling and performance behaviors of MiMiC-based DFT QM/MM-MD on the
CPU module of the JUWELS cluster for the p38α/2g complex. The speedup is provided in
terms of the average CPU times required for ten MD steps (BLYP) or one MD step (B3LYP),
normalized with respect to the reference runs on one node (48 cores). In all simulations, we
additionally allocated one node for GROMACS. (A) BLYP QM/MM MD scaling at three
plane wave cutoffs for an orthorhombic box of dimension 13.02 Å×15.62 Å×20.83 Å, applied
in the calculations of the complex in this study (see main text). (B/C) Demonstration of
BLYP/B3LYP QM/MM MD scaling for a cubic box with edge length of 21.16 Å, being
suitable to take into account the conformational flexibility of the ligand in the unbinding
process.
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Supplementary Results

Classical MD Simulations

The solvated p38α/2g complex was first subject to 500 ns classical MD simulations at 300 K.

The overall binding motif of the complex is retained in comparison to the crystal structure

of its ligand analogue (see Table S2). However, water mediated changes in the binding

interactions are observed at the solvent exposed side of the complex. In particular, the salt

bridge between residue Lys53 and Glu71 is interrupted by water insertion in 40 % of the

sampled configurations (figure S5, figure 4 in the main text). Thereby, the positively charged

side chain of the Lys53 residue gets close to the pyridone oxygen atom of the ligand with

a O2g · · ·HLys53 distance lower than 4 Å in 21 % of the sampled configurations, giving the

potential to direct binding to the ligand (figure S5, figure 4 in the main text). Moreover,

there is a conformational change in the Asp112 residue to form a water mediated interaction

with the tetrahydropyranyl oxygen atom (figure 4 in the main text). The structural binding

motif is used to study the p38α/2g complex by MiMiC-based QM/MM MD simulations.

(A) (B) (C)

Figure S5: Structural analysis of the ligand 2g – Lys53 – Glu71 interactions, showing the his-
tograms of the (A) NζLys53−CδGlu71 and (B) NζLys53−O72g distances, and (C) both distances
in a normalized 2D-histogram. 5,000 equidistant structures were taken from the 500 ns clas-
sical MD simulations for the analysis.
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Structural Data from Classical MD and QM/MM MD Simulations

Table S2: Averaged structural data of the 2g/p38α complex from the 500 ns classical MD
simulation and the 100 ps QM/MM MD simulation in comparison to the crystal structure
of the 2a/p38α complex (PDB code: 3FLN). The atom naming convention of the ligand is
defined in figure 5 in the main text. All data are given in Å, except the last two entries
specifying the H-bond angles in degrees.

Residue Atom(s)@Residue Atom(s)@Ligand Crystal Structure Classical MD QM/MM MD
Val38 Cγ1 C2” 4.82 4.86±0.46 5.36±0.32
Val38 Cγ2 C7 3.78 4.19±0.37 4.55±0.39
Ala51 Cβ C4 3.42 3.64±0.28 3.53±0.21
Ile84 Cγ2 C6” 4.04 4.07±0.54 3.86±0.27
Leu86 Cδ C4” 4.66 4.87±1.19 4.23±0.37
Leu104 Cβ C4” 3.81 3.80±0.26 3.61±0.17
Thr106 Cγ C3” 3.51 3.54±0.20 3.51±0.16
Thr106 Cγ C5 3.85 3.96±0.22 3.97±0.18
Leu167 Cδ N8 3.79 4.22±0.55 4.01±0.44
Met109 N N3 3.03 3.12±0.16 3.14±0.14
Met109 H N3 — 2.18±0.19 2.21±0.17
Met109 O NH 2.86 3.00±0.19 2.87±0.12
Met109 O HN — 2.05±0.20 1.89±0.13
Lys53 Nζ O7 5.20 4.78±0.94 2.88±0.13
Lys53 Hζ O7 — — 1.98±0.18

Met109 N−H N3 — 157°±12° 155°±12°
Met109 O H−N — 158°± 9° 161°± 8°
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