Point-by-point response: Journal Requirements

The references have now been thoroughly reviewed
and corrected

Point-by-point response: Reviewer 1

We are extremely happy to have been able to address
the reviewer’s concerns and again thank them for the
excellent advice.

Point-by-point response: Reviewer 2

We thank the reviewer for seeing the value and novelty
in this work.

We find their clinical perspective particularly valuable as
a reflection of how such methods would react in
real-world settings.

The modular design of MoDN makes it agnostic to input,
model, and task. This means

1) Input agnostic: A new input (question) can be
added and an existing one removed without
impacting any modules trained before it. l.e. a
module can be skipped at any point and any
number or combination of modules can be
deployed. This creates enormous flexibility at the
bedside.

2) Model agnostic: we have decided to make all
our modules dense networks for simplicity, but
they are self-contained and could be various
combinations of model architectures supporting
various modalities of inputs (images, sound, text
etc).

3) Task agnostic: Eight decoders are tested in this
implementation. Each is specific to a diagnostic
task. This is not a multi-class model (where all
class predictions are predicted in parallel) but




rather multi-task, where there is a decoder
dedicated to the prediction of a single task. The
model architectures of these decoders can also
be changed and the task can be binary,
multiclass, regression, etc.

With this enormous flexibility in implementation, it is not
representative to depict a single implementation.

We have now added this critical explanation to the text
in several prominent places in the manuscript
ABSTRACT:

MoDN is a novel decision tree composed of
feature-specific neural network modules that can be
combined in any number or combination to can make
any number or combination of diagnostic predictions,
updatable at each step of a consultation.

INTRODUCTION:

The model is flexibly extended during the course of the
consultation, adding any number or combination of
neural network \textit{modules} specific to each question
asked. This results in a dynamic representation of the
patient able to predict the probability of various
diagnoses at each step of a consultation.

METHODS, MoDN:

The algorithm is thus agnostic to the 1) input---accepting
any type, number, or combination of inputs, 2) model
architecture---where each encoder and decoder can be
of any architecture, such as a CNN, MLP, etc., and 3)
task---where any number of combination of task-specific
decoders can be deployed at any point.

CONCLUSION:

This work showcases the various advantages of
modularising neural nets into input-specific modules.
First composability---where the user can input any
number or combination of questions and output any
number or combination of predictions.

Second, the flexible portability of the modules also
provides more granular options to building collaborative
models which may address some of the most common
issues of data ownership and privacy.

Third, modularity also creates an inherent interpretabilty
where the sequential deployment of modules provides
granular, input-specific interpretable feedback that
aligns with the sequential logic of a medical
consultation.

Finally, MoDN's ability to skip over missing inputs
enables it to train on CDSS-derived data irrespective of
the presence of biased missingness, and thus for it to
be used flexibly across settings with evolving access to
resources.




We thank the reviewer for the opportunity to further
clarify our text.

We actually did adapt the text accordingly, but the
reviewer perhaps could not identify it due to their issue
of accessing the track-changes version.

We are pleased to note that our addition from the above
question on the flexibility of use has also addressed
questions 2a, 2c and 6.

Questions 5 (external validation) is now explicitly
addressed in the limitations section as follows

Track changes was submitted, but perhaps was not
accessible via the review platform for technical reasons.

The link has been tested and is working.






