
DRAFT

S1. Annotation Codebooks277

Not all of the annotations described in these codebooks were con-278

ducted for every dataset in our study. First, the manual annotations279

we use as a benchmark were performed in a previous study, except280

for the new 2023 sample, which was specifically annotated for this281

current study. Second, certain annotation tasks are not applicable282

to all datasets. For instance, stance analysis, problem/solution,283

and topic modeling were not suitable for analyzing tweets from US284

Congress members. This is because these tweets cover a wide range285

of issues and topics, unlike content moderation topics, which are286

more focused. For news articles, our attempts at human annotation287

for stance, topic, and policy frames were not successful. This was288

because the articles primarily revolved around platform policies,289

actions, and criticisms thereof.290

A. Background on content moderation (to be used for all tasks except291

the tweets from US Congressmembers). For this task, you will be292

asked to annotate a sample of tweets about content moderation.293

Before describing the task, we explain what we mean by “content294

moderation”.295

“Content moderation” refers to the practice of screening and296

monitoring content posted by users on social media sites to deter-297

mine if the content should be published or not, based on specific298

rules and guidelines. Every time someone posts something on a plat-299

form like Facebook or Twitter, that piece of content goes through300

a review process (“content moderation”) to ensure that it is not301

illegal, hateful or inappropriate and that it complies with the rules302

of the site. When that is not the case, that piece of content can be303

removed, flagged, labeled as or ‘disputed.’304

Deciding what should be allowed on social media is not always305

easy. For example, many sites ban child pornography and terrorist306

content as it is illegal. However, things are less clear when it comes307

to content about the safety of vaccines or politics, for example.308

Even when people agree that some content should be blocked, they309

do not always agree about the best way to do so, how effective it is,310

and who should do it (the government or private companies, human311

moderators, or artificial intelligence).312

B. Background on political tweets (to be used for tweets by the US313

Congress members). For this task, you will be asked to annotate314

a sample of tweets to determine if they include political content315

or not. For the purposes of this task, tweets are “relevant” if they316

include political content, and “irrelevant” if they do not. Before317

describing the task, we explain what we mean by “political content”.318

“Political content” refers to any tweets that pertain to politics319

or government policies at the local, national, or international level.320

This can include tweets that discuss political figures, events, or321

issues, as well as tweets that use political language or hashtags.322

To determine if tweets include political content or not, consider323

several factors, such as the use of political keywords or hashtags,324

the mention of political figures or events, the inclusion of links to325

news articles or other political sources, and the overall tone and326

sentiment of the tweet, which may indicate whether it is conveying327

a political message or viewpoint.328

C. Task 1: Relevance (Content Moderation). For each tweet in the329

sample, follow these instructions:330

1. Carefully read the text of the tweet, paying close attention to331

details.332

2. Classify the tweet as either relevant (1) or irrelevant (0)333

Tweets should be coded as RELEVANT when they directly334

relate to content moderation, as defined above. This includes tweets335

that discuss: social media platforms’ content moderation rules and336

practices, governments’ regulation of online content moderation,337

and/or mild forms of content moderation like flagging.338

Tweets should be coded as IRRELEVANT if they do not refer339

to content moderation, as defined above, or if they are themselves340

examples of moderated content. This would include, for example, a341

Tweet by Donald Trump that Twitter has labeled as “disputed”, a342

tweet claiming that something is false, or a tweet containing sensitive343

content. Such tweets might be subject to content moderation, but344

are not discussing content moderation. Therefore, they should be345

coded as irrelevant for our purposes.346

D. Task 2: Relevance (Political Content). For each tweet in the sample, 347

follow these instructions: 348

1. Carefully read the text of the tweet, paying close attention to 349

details. 350

2. Classify the tweet as either relevant (1) or irrelevant (0) 351

Tweets should be coded as RELEVANT if they include POLIT- 352

ICAL CONTENT, as defined above. Tweets should be coded as 353

IRRELEVANT if they do NOT include POLITICAL CONTENT, 354

as defined above. 355

E. Task 3: Problem/Solution Frames. Content moderation can be 356

seen from two different perspectives: 357

• Content moderation can be seen as a PROBLEM; for example, 358

as a restriction of free speech 359

• Content moderation can be seen as a SOLUTION; for example, 360

as a protection from harmful speech 361

For each tweet in the sample, follow these instructions: 362

1. Carefully read the text of the tweet, paying close attention to 363

details. 364

2. Classify the tweet as describing content moderation as a prob- 365

lem, as a solution, or neither. 366

Tweets should be classified as describing content moderation as a 367

PROBLEM if they emphasize negative effects of content moderation, 368

such as restrictions to free speech, or the biases that can emerge 369

from decisions regarding what users are allowed to post. 370

Tweets should be classified as describing content moderation as a 371

SOLUTION if they emphasize positive effects of content moderation, 372

such as protecting users from various kinds of harmful content, 373

including hate speech, misinformation, illegal adult content, or 374

spam. 375

Tweets should be classified as describing content moderation as 376

NEUTRAL if they do not emphasize possible negative or positive 377

effects of content moderation, for example if they simply report on 378

the content moderation activity of social media platforms without 379

linking them to potential advantages or disadvantages for users or 380

stakeholders. 381

F. Task 4: Policy Frames (Content Moderation). Content moderation, 382

as described above, can be linked to various other topics, such as 383

health, crime, or equality. 384

For each tweet in the sample, follow these instructions: 385

1. Carefully read the text of the tweet, paying close attention to 386

details. 387

2. Classify the tweet into one of the topics defined below. 388

The topics are defined as follows: 389

• ECONOMY: The costs, benefits, or monetary/financial impli- 390

cations of the issue (to an individual, family, community, or to 391

the economy as a whole). 392

• Capacity and resources: The lack of or availability of physical, 393

geographical, spatial, human, and financial resources, or the 394

capacity of existing systems and resources to implement or 395

carry out policy goals. 396

• MORALITY: Any perspective—or policy objective or action 397

(including proposed action)that is compelled by religious doc- 398

trine or interpretation, duty, honor, righteousness or any other 399

sense of ethics or social responsibility. 400

• FAIRNESS AND EQUALITY: Equality or inequality with 401

which laws, punishment, rewards, and resources are applied 402

or distributed among individuals or groups. Also the balance 403

between the rights or interests of one individual or group 404

compared to another individual or group. 405

• CONSTITUTIONALITY AND JURISPRUDENCE: The con- 406

straints imposed on or freedoms granted to individuals, gov- 407

ernment, and corporations via the Constitution, Bill of Rights 408

and other amendments, or judicial interpretation. This deals 409

specifically with the authority of government to regulate, and 410

the authority of individuals/corporations to act independently 411

of government. 412
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• POLICY PRESCRIPTION AND EVALUATION: Particular413

policies proposed for addressing an identified problem, and414

figuring out if certain policies will work, or if existing policies415

are effective.416

• LAW AND ORDER, CRIME AND JUSTICE: Specific policies417

in practice and their enforcement, incentives, and implications.418

Includes stories about enforcement and interpretation of laws419

by individuals and law enforcement, breaking laws, loopholes,420

fines, sentencing and punishment. Increases or reductions in421

crime.422

• SECURITY AND DEFENSE: Security, threats to security,423

and protection of one’s person, family, in-group, nation, etc.424

Generally an action or a call to action that can be taken to425

protect the welfare of a person, group, nation sometimes from426

a not yet manifested threat.427

• HEALTH AND SAFETY: Health care access and effectiveness,428

illness, disease, sanitation, obesity, mental health effects, pre-429

vention of or perpetuation of gun violence, infrastructure and430

building safety.431

• QUALITY OF LIFE: The effects of a policy on individuals’432

wealth, mobility, access to resources, happiness, social struc-433

tures, ease of day-to-day routines, quality of community life,434

etc.435

• CULTURAL IDENTITY: The social norms, trends, values436

and customs constituting culture(s), as they relate to a specific437

policy issue.438

• PUBLIC OPINION: References to general social attitudes,439

polling and demographic information, as well as implied or440

actual consequences of diverging from or “getting ahead of”441

public opinion or polls.442

• POLITICAL: Any political considerations surrounding an is-443

sue. Issue actions or efforts or stances that are political, such444

as partisan filibusters, lobbyist involvement, bipartisan efforts,445

deal-making and vote trading, appealing to one’s base, men-446

tions of political maneuvering. Explicit statements that a447

policy issue is good or bad for a particular political party.448

• EXTERNAL REGULATION AND REPUTATION: The449

United States’ external relations with another nation; the450

external relations of one state with another; or relations be-451

tween groups. This includes trade agreements and outcomes,452

comparisons of policy outcomes or desired policy outcomes.453

• OTHER: Any topic that does not fit into the above categories.454

G. Task 5: Policy Frames (Political Content). Political content, as455

described above, can be linked to various other topics, such as456

health, crime, or equality.457

For each tweet in the sample, follow these instructions:458

1. Carefully read the text of the tweet, paying close attention to459

details.460

2. Classify the tweet into one of the topics defined below.461

The topics are defined as follows:462

• ECONOMY: The costs, benefits, or monetary/financial impli-463

cations of the issue (to an individual, family, community, or to464

the economy as a whole).465

• Capacity and resources: The lack of or availability of physical,466

geographical, spatial, human, and financial resources, or the467

capacity of existing systems and resources to implement or468

carry out policy goals.469

• MORALITY: Any perspective—or policy objective or action470

(including proposed action)that is compelled by religious doc-471

trine or interpretation, duty, honor, righteousness or any other472

sense of ethics or social responsibility.473

• FAIRNESS AND EQUALITY: Equality or inequality with474

which laws, punishment, rewards, and resources are applied475

or distributed among individuals or groups. Also the balance476

between the rights or interests of one individual or group477

compared to another individual or group.478

• CONSTITUTIONALITY AND JURISPRUDENCE: The con- 479

straints imposed on or freedoms granted to individuals, gov- 480

ernment, and corporations via the Constitution, Bill of Rights 481

and other amendments, or judicial interpretation. This deals 482

specifically with the authority of government to regulate, and 483

the authority of individuals/corporations to act independently 484

of government. 485

• POLICY PRESCRIPTION AND EVALUATION: Particular 486

policies proposed for addressing an identified problem, and 487

figuring out if certain policies will work, or if existing policies 488

are effective. 489

• LAW AND ORDER, CRIME AND JUSTICE: Specific policies 490

in practice and their enforcement, incentives, and implications. 491

Includes stories about enforcement and interpretation of laws 492

by individuals and law enforcement, breaking laws, loopholes, 493

fines, sentencing and punishment. Increases or reductions in 494

crime. 495

• SECURITY AND DEFENSE: Security, threats to security, 496

and protection of one’s person, family, in-group, nation, etc. 497

Generally an action or a call to action that can be taken to 498

protect the welfare of a person, group, nation sometimes from 499

a not yet manifested threat. 500

• HEALTH AND SAFETY: Health care access and effectiveness, 501

illness, disease, sanitation, obesity, mental health effects, pre- 502

vention of or perpetuation of gun violence, infrastructure and 503

building safety. 504

• QUALITY OF LIFE: The effects of a policy on individuals’ 505

wealth, mobility, access to resources, happiness, social struc- 506

tures, ease of day-to-day routines, quality of community life, 507

etc. 508

• CULTURAL IDENTITY: The social norms, trends, values 509

and customs constituting culture(s), as they relate to a specific 510

policy issue. 511

• PUBLIC OPINION: References to general social attitudes, 512

polling and demographic information, as well as implied or 513

actual consequences of diverging from or “getting ahead of” 514

public opinion or polls. 515

• POLITICAL: Any political considerations surrounding an is- 516

sue. Issue actions or efforts or stances that are political, such 517

as partisan filibusters, lobbyist involvement, bipartisan efforts, 518

deal-making and vote trading, appealing to one’s base, men- 519

tions of political maneuvering. Explicit statements that a 520

policy issue is good or bad for a particular political party. 521

• EXTERNAL REGULATION AND REPUTATION: The 522

United States’ external relations with another nation; the 523

external relations of one state with another; or relations be- 524

tween groups. This includes trade agreements and outcomes, 525

comparisons of policy outcomes or desired policy outcomes. 526

• OTHER: Any topic that does not fit into the above categories. 527

H. Task 6: Stance Detection. In the context of content moderation, 528

Section 230 is a law in the United States that protects websites and 529

other online platforms from being held legally responsible for the 530

content posted by their users. This means that if someone posts 531

something illegal or harmful on a website, the website itself cannot 532

be sued for allowing it to be posted. However, websites can still 533

choose to moderate content and remove anything that violates their 534

own policies. 535

For each tweet in the sample, follow these instructions: 536

1. Carefully read the text of the tweet, paying close attention to 537

details. 538

2. Classify the tweet as having a positive stance towards Section 539

230, a negative stance, or a neutral stance. 540

I. Task 7: Topic Detection. Tweets about content moderation may 541

also discuss other related topics, such as: 542

1. Section 230, which is a law in the United States that protects 543

websites and other online platforms from being held legally 544

responsible for the content posted by their users (SECTION 545

230). 546
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2. The decision by many social media platforms, such as Twitter547

and Facebook, to suspend Donald Trump’s account (TRUMP548

BAN).549

3. Requests directed to Twitter’s support account or help center550

(TWITTER SUPPORT).551

4. Social media platforms’ policies and practices, such as commu-552

nity guidelines or terms of service (PLATFORM POLICIES).553

5. Complaints about platform’s policy and practices in deplat-554

forming and content moderation or suggestions to suspend555

particular accounts, or complaints about accounts being sus-556

pended or reported (COMPLAINTS).557

6. If a text is not about the SECTION 230, COMPLAINTS,558

TRUMP BAN, TWITTER SUPPORT, and PLATFORM559

POLICIES, then it should be classified in OTHER class560

(OTHER).561

For each tweet in the sample, follow these instructions:562

1. Carefully read the text of the tweet, paying close attention to563

details.564

2. Please classify the following text according to topic (defined565

by function of the text, author’s purpose and form of the566

text). You can choose from the following classes: SECTION567

230, TRUMP BAN, COMPLAINTS, TWITTER SUPPORT,568

PLATFORM POLICIES, and OTHER569
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