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Supplemental note on the bias-variance decomposition provided in
the main paper

Our setting in this paper differs from the one in Chen et al. 1 in two ways:

1. We explicitly consider a setting with label errors, i.e., the observed
labels Yobs may differ from the true labels Y . As we will see below, this
turns out to not affect the decomposition in any way.

2. For simplicity of presentation, we here only consider the case in which
the expected mean squared prediction error (or Brier score) is used as the
loss function, whereas both Chen et al. 1 and Domingos 2 consider a more
general setting with different loss functions. As we point out below, the
decomposition provided by Chen et al. 1 fully generalizes to the setting
with label errors.

The decomposition we present in the main text follows directly from
Theorem 1 in Chen et al. 1 . To see this, note that Chen et al. 1 (and
Domingos 2 , upon which the derivation in Chen et al. is based) make no
assumptions about the process by which the model predictions ŷD = hD(x, g)
are obtained from a training set D. In fact, Chen et al. 1 simply assume that an
“algorithm that learns models ŶD from datasets D is given, and the covariates X
and size of the training data are fixed.” They furthermore assume that “ŶD is a
deterministic function ŷD(x, a) given the training set D”. These assumptions
are fully compatible with the case in which the presence of label errors affects
the learned model, and the general decomposition provided by theorem 1 in
Chen et al. 1 still holds. (In fact, it is not even required that the learning
mechanism takes the labels into account at all.) Applying the appropriate
simplifications for the case of the squared error loss yields our decomposition.
Our decomposition also follows directly from the (simpler, since less general)
derivation of the mean-squared error decomposition provided by Bishop 3 , by
the same argument: the mechanism by which the prediction model is obtained
from the training dataset is irrelevant to the derivation. Conditioning on group
membership G also does not affect the derivation in any way, since datasets D
are drawn independently of G. We discuss in the main text how learning from
biased or noisy labels may affect the different terms of the decomposition.
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