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ABSTRACT The relationship between chromatin architecture and function defines a central problem in biology and medicine.
Many computational chromatin models with atomic, coarse-grained, mesoscale, and polymer resolution have been used to shed
light onto the mechanisms that dictate genome folding and regulation of gene expression. The associated simulation techniques
range from Monte Carlo to molecular, Brownian, and Langevin dynamics. Here, we present an efficient Compute Unified Device
Architecture (CUDA) implementation of Brownian dynamics (BD) to simulate chromatin fibers at the nucleosome resolution with
our chromatin mesoscale model. With the CUDA implementation for computer architectures with graphic processing units
(GPUs), we significantly accelerate compute-intensive hydrodynamic tensor calculations in the BD simulations by massive par-
allelization, boosting the performance a hundred-fold compared with central processing unit calculations. We validate our BD
simulation approach by reproducing experimental trends on fiber diffusion and structure as a function of salt, linker histone bind-
ing, and histone-tail composition, as well as Monte Carlo equilibrium sampling results. Our approach proves to be physically ac-
curate with performance that makes feasible the study of chromatin fibers in the range of kb or hundreds of nucleosomes (small
gene). Such simulations are essential to advance the study of biological processes such as gene regulation and aberrant
genome-structure related diseases.
SIGNIFICANCE Brownian dynamics simulations of chromatin fibers can provide valuable insight into genome-related
processes such as chromatin folding and epigenetic regulation. By using a Compute Unified Device Architecture
programming platform on graphics processing units, we accelerate the expensive Brownian dynamics force calculations
including hydrodynamic interactions. Such an implementation opens the possibility to study kb- to Mb-range chromatin
fibers containing explicit histone tails and linker histones at nucleosome resolution.
INTRODUCTION

Chromatin, a complex of DNA and histone proteins, has an
essential role in gene expression (1). Yet, its three-dimen-
sional (3D) structure and folding mechanisms to condense
meters of eukaryotic DNA into a micrometer nucleus
remain obscure (2). The regulation of these mechanisms
by posttranslational modifications, binding of linker histone
(LH) or other proteins, or the wrapping/unwrapping of nu-
cleosomes is essential to control chromatin architecture
and hence DNA accessibility and genome integrity (3).

With state-of-the-art experimental techniques, suchas chro-
mosome conformation capture, superresolution microscopy,
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and high-throughput sequencing, as well as computational
modeling, we have changed our view of the 3D genome orga-
nization from a regular ordered folding to a heterogeneous
ensemble of folds (4). Experiments have shown that
chromosomes are hierarchically organized, and the genome
is segregated into transcriptionally active and inactive com-
partments. Inside these compartments, chromatin establishes
self-interactions, creating substructures called topological-
associated domains, which often arise from the formation of
loops mediated by the CTCF-cohesin complex.

Computational efforts have similarly contributed to our
understanding of chromatin architecture and its relationship
to function (5–9). These studies have provided valuable in-
formation on chromatin’s ionic dependence, the role of his-
tone tails and LH, DNA electrostatics and sequence
dependence, the effect of LH and nucleosome depletion or
posttranslational modifications, gene silencing and folding
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FIGURE 1 Chromatin mesoscale model. 50-nucleosome chromatin fiber

with the enlarged basic unit (chromatosome) showing each element and the

enlarged tri-nucleosome showing the connection between nucleosomes by

linker DNA. Linker DNA is shown as red beads; histone tails as green (H3),

yellow (H2A), red (H2B), and blue (H4) beads; LHs are shown as orange

(globular head) and cyan (C-terminal domain) beads; and nucleosome cores

are shown with their distributed charge beads. To see this figure in color, go

online.

Brownian dynamics of chromatin
mechanisms, loop formation, and regulation of topological-
associated domains, among others.

The approaches used in chromatin modeling span a huge
range, from all-atom simulations of single nucleosomes to
coarse-grained and mesoscale simulations of oligonucleo-
some fibers and gene systems and polymer models of whole
chromosomes, with decreasing resolution as system size in-
creases (see recent reviews in (7,10–17)). While all-atom,
coarse-grained, and mesoscale models are constructed
based on the atomic structures of chromatin components,
such as nucleosomes and LHs, some polymer models are
data driven and use experimental information, usually
from chromosome conformation capture, to describe chro-
matin architecture (6,14).

These multiscale modeling approaches for chromatin rely
on various simulation techniques for conformational sam-
pling like molecular dynamics (MD) (e.g., (18,19,20)),
Monte Carlo (MC) (e.g., (21,22)), Brownian dynamics
(BD) (e.g., (23) (24)), and Langevin dynamics (e.g., (25)
(26)). In particular, BD is suitable for simulating physical
systems containing large particles where diffusive forces
are significant compared with internal forces. The bottle-
neck in BD is the frequent calculation of the hydrodynamic
interactions between BD particles, a matrix D, which has an
Oðn2Þ complexity with system size n (n particles). More-
over, to calculate the Brownian random force, whose prop-
erties depend on D, a Cholesky factorization of the dense
matrix D is required, and this task has an Oðn3Þ complexity.
This limits BD system size (27).

With the emerging Compute Unified Device Architecture
(CUDA) for simulations on graphics processing units
(GPUs), the calculation of D can be parallelized on as many
threads (basic computing elements) as the number of interac-
tions between BD particles, reducing the time complexity to
Oð1Þ. The corresponding Cholesky factorization can be paral-
lelized to reduce its time complexity to OðnÞ. As has been
proven for other molecular modeling applications, such as
MD simulations (28) and quantum chemistry (29), the use of
GPUs allows significant speed ups and, hence, simulation of
larger system sizes over longer simulation times (30,31).

In our early chromatin modeling studies, Beard and
Schlick developed and applied BD to investigate the struc-
ture and dynamics of small oligonucleosome fibers that
did not include LH and flexible histone tails (32). When
we incorporated flexible histone tails into the mesoscale
model to investigate their role in chromatin folding (33),
MC simulations became more efficient for equilibrium sam-
pling of large systems (34–38).

While MC has allowed us to study numerous important
structural features of chromatin fibers and gene systems
(e.g., (39–44)), BD introduces an exciting dynamic compo-
nent to study the evolution of chromatin structure, transitions,
and rearrangements. Here, we present the implementation of
BD simulations of our mesoscale chromatin model with
CUDA for calculation on GPUs and examine its performance
using differentmetrics.We thenvalidate the strategy by repro-
ducing experimentally determined properties of different oli-
gonucleosome systems, as well as previous MC results.

Overall, our implementation of BD to simulate mesoscale
chromatin fibers reproduces experimental trends as MC and
demonstrates exceptional computational performance, open-
ing the possibility to study chromatin fibers of several hundred
nucleosomes in a reasonable computer time. Such studies, in
turn, could help reveal the mechanisms by which chromatin
is compacted inside the cell nucleus and the impact of protein
regulators on its folding.
MATERIALS AND METHODS

Chromatin mesoscale model

Our mesoscale model of chromatin has evolved for over 20 years, with the

current model considering flexible histone tails (45) and their acetylation

(46,47), two LH variants (H1E and H1C) with several binding modes (on

versus off dyad) (48,49), and nonuniform linker DNA lengths (36), among

other features (7).

The chromatin elements are coarse grained at different levels of resolu-

tion. The nucleosome cores are treated as charged disks according to the

atomistic core particle, whereas linker DNA, histone tails, and LHs are

treated as beads (Fig. 1).

The nucleosome core with 300 point charges distributed on its irregular

surface calculated by the DiSCO algorithm is designed to reasonably

approximate the electric field of the atomistic core particle by a De-

bye-H€uckel (screened electrostatics) approximation (50). An optimiza-

tion is performed once the charges are distributed to determine the

approximation error. DiSCO assigns charges as follows: 1) a distance

vector is defined from each atom to the center of the molecule, and its

associated surface area is defined as a surface element; 2) multiple rounds

of smoothing are performed; 3) surface points are distributed evenly at a
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density of 4.0 per Å2; and 4) the overall surface points are divided into

300 groups with representative surface charges assigned. The number

300 was determined to be a good balance between computational cost

and electric field approximation. Linker DNAs are treated with a com-

bined worm-like chain and bead model (51) based on the charged

colloidal cylinder approach derived by Stigter (52). Histone tails (53)

and LHs (48,49) are coarse grained as five residues per bead with the

Levitt-Warshel united-atom protein model.

The water solvent surrounding the chromatin fibers is modeled with a

continuum of dielectric constant of 80. The screening effect of monovalent

salt on electrostatic interactions within the chromatin fiber is treated by the

Debye-H€uckel electrostatic potential. Thus, electrostatic interactions be-

tween all charged beads are screened depending on the salt concentration.

The chromatin model can be considered as a ball/spring system. In

particular, linker DNAs connect nucleosome cores, and histone tails and

LHs are attached to the nucleosome cores. Each bead can move freely dur-

ing the simulation, except for the 300 charge beads within each nucleosome

core, one fixed tail bead per histone tail, and the six LH globular head beads,

which move together with the nucleosome core. Hence, the mesoscale chro-

matin model has flexible linker DNA, histone tails, LHs, and rigid nucleo-

some cores.

The total potential energy function of the model includes stretching,

bending, and twisting terms for the linker DNA (ES, EB, ET), stretching

and bending terms for histone tails (EtS, EtB) and LHs (ElhS, ElhB), and

excluded volume (EV ) and electrostatic (EC) terms for all beads as

EðrÞ ¼ ES þ EB þ ET þ EtS þ EtB þ ElhS þ ElhB þ EC

þ EV ; (1)

where r is the collective position vector.

The forces (F) on the system are defined as the negative gradient of the

potential energy as

Fi ¼ � VriE: (2)

The torques (t) due to the forces (F) are calculated by the equation

t ¼ r � F: (3)

The supporting material provides further details on parameters and con-

nections between elements, energy terms, and force calculations.
Simulation

A commonly used BD algorithm was first proposed in 1978 (54) based on

the Langevin equation and then was improved in 1989 (55) with a second-

order algorithm based on the Runge-Kutta method. The latter overcomes an

issue associated with the first-order approximation: when the time step is

small, the procedure can be inefficient and, when large, unstable. In

2001, Beard and Schlick (32) further modified the second-order BD algo-

rithm to include rotational motions and to evaluate the dense matrix D

less frequently. The derived second-order translational and rotational equa-

tions are given by

Translation :

rnþ1;� ¼ rn þ Dt

kBT
DðrnÞFn þ Rn; first--order

rnþ1 ¼ rn þ Dt

2kBT
DðrnÞ�Fnþ Fnþ1;��þ Rn; second--order

(4a) and (4b)
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�

Rotation :

DUi ¼
xi

ti þ ui ; first--order

DUn
i ¼ Dt

xi

�
tni þ tnþ1;�

i

2
þ un

i

�
; second--order

(5a) and (5b)

where r is the position vector,Dt is the time step, kB is the Boltzmann’s con-

stant, T is the absolute temperature, D is the diffusion tensor, F is the force,

t is the torque, xi is the rotational friction coefficient, and R and ui are the

stochastic terms (32,54), which are Gaussian-distributed random vectors

with means of 0 and variance-covariance of

CRnðDtÞðRmðDtÞÞTD ¼ 2DnDtdnm

Cun
i ðDtÞum

i ðDtÞD ¼ 2kBTxidnm
: (6a) and (6b)

The Cholesky approach is used to calculate the vector R from the rela-

tionship in Eq. 6a. The Cholesky decomposition of the diffusion tensor D

is determined by D ¼ LLT, where L is a lower triangular matrix and

each element in L is given by

lij ¼

8>>>><
>>>>:

�
Dii �

Xi� 1

k ¼ 1
l2ik

�1
2

; if i ¼ j

�
Dij �

Xj� 1

k ¼ 1
likljk

�.
sjj; if i > j

0; if i < j

;

9>>>>=
>>>>;
: (7)

The termsD, F, andR are derived from three types of forces.D is derived

from the friction force, F is a systematic force that includes the interaction

between Brownian particles and any external force, and R is derived from a

random force and determined by the Cholesky decomposition of the diffu-

sion tensor D.

Following the first-order estimate of the translation and rotation from Eq.

4a at time ðnþ1ÞDt, namely Drn;� ¼ Dt
kBT

DðrnÞFn þ Rn and DUn;�
i ¼

Dt
xi
ðtni þun

i Þ, we calculate the forces Fnþ1;� and torques tnþ1;�
i at the end

of the nþ 1 time step and use them to construct an explicit second-order

update as shown in Eq. 4b.

The calculation of forces and torques are described in the supporting ma-

terial. Below, we show the calculation of the diffusion tensor.
Diffusion tensor

There are two types of diffusion tensors introduced in (54), the Oseen and

Rotne-Prager tensors. Our approach uses the Rotne-Prager tensor because

in the BD simulation, the diffusion tensor needs to be a positive definite ma-

trix to apply the Cholesky decomposition. The Oseen tensor becomes a non-

positive definite when the separation between the particles is small. The

Rotne-Prager tensor is given by8>>>>><
>>>>>:
Dij ¼

kBT

6phai
I; for i ¼ j

kBT

8phri;j

2
4 Iþ ri;jri;j

r2i;j

!
þ
�
a2i þ a2j

�
r2i;j

 
1

3
I � ri;jri;j

r2i;j

!35; for isj

;

9>>>>>=
>>>>>;
;

(8)

where h is the solvent viscosity and a is the sphere radius of the

particles.

Eq. 8 is for the two nonoverlapping particles, i; j. For overlapping parti-

cles, we use
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Dij ¼ kBT

6phaeff

��
1 � 9

32

ri;j
aeff

�
Iþ 3

32

ri;jri;j
aeff ri;j

	
: (9)

Here, aeff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2i þ a2j

q
, which has been proven for ai ¼ aj (56) and has

been proposed for aisaj (53,57).

CUDA application

To efficiently run BD simulations, we first incorporated the message-pass-

ing interface (MPI) procedure, which can compute the forces on 24 proces-

sors in parallel. However, the calculation of H requires significant memory

as the system size increases. Thus, we calculated it on one processor, and as

a result, only small systems could be simulated with proper time

consumption.

With the increasing availability of GPU computing, CUDA implemen-

tation becomes feasible and preferable in our application. Because the

time complexity to calculate forces and H is Oðn2Þ, and the Cholesky

decomposition Oðn3Þ, with parallelizable algorithms, the use of GPUs

has the potential to accelerate computations significantly.

Instead of nested ‘‘for’’ loops through all the interactions in the

original MPI code, we assign many threads (basic computing elements)

in CUDA and use ‘‘if’’ statements to accomplish the job. Namely, the n2

calculations are performed in parallel instead of one by one. Thus, we

assign an individual thread with index i; j to calculate the interaction be-

tween beads i and j. This means that, for example, for a 100-nucleosome

system, 519 million threads are assigned to calculate the interactions

between all pairs of beads. Compared with the 24 processors used in

computer processing unit (CPU) parallel computation, this is a huge

speed up.

In the GPU architecture, the threads are grouped into blocks, which are

grouped onto a 3D grid. Each block might contain up to 1,024 threads, and

the 3D grid contains up to 2,147,483,647, 65,535, and 65,535 blocks in the

x, y, and z dimensions. Thus, the maximum number of threads in a single

GPU is �2 billion, which is more than enough to assign one thread for

each interaction in a 100-nucleosome system. While the threads inside

the same block can communicate with each other, those in different blocks

can only communicate through the global memory, which increases non-

calculation latencies due to the launching of extra kernel invocations (par-

allel function executions) and transferring of data to the global memory.

Namely, in the CUDA code, each calculation is performed by a separate

kernel (i.e., kernel A calculates forces, and kernel B calculates translation),

and each kernel uses all needed threads; only after kernel A’s calculations

are done are the data saved to the global memory, and kernel B calcula-

tions begin.
Implementation

To convert the MPI to a CUDA application, we create Mforce as an N � N

matrix where each element Mforceij is a three-component row vector corre-

sponding to the force between beads i and j as

Mforce ¼

2
664
Mforce11 Mforce12 .Mforce1N

Mforce21 Mforce22 .Mforce2N

« « «
MforceN1 MforceN2 .MforceNN

3
775;

Mforceij ¼ �
Fij1 Fij2 Fij3

�
:

Thus, we calculate all energies and forces as described in the supporting

material and store them inMforce. Then, we reduce the matrix by adding the

collection of rows in Mforce into one row (Fj ¼ PN
i¼ 1

Mforceij ) to obtain the

array of the forces F applied to each bead and feed it into Eqs. 4a and 4b.
Similarly, we createMD as an N� Nmatrix where each elementMDij
is a

3� 3 matrix that stores the diffusion tensor coming from the hydrodynamic

interactions between beads i and j as

MD ¼

2
6664
MD11

MD12
.MD1N

MD21
MD22

.MD2N

« « «

MDN1
MDN2

.MDNN

3
7775;

MDij
¼

2
64
Dij11 Dij12 Dij13

Dij21 Dij22 Dij23

Dij31 Dij32 Dij33

3
75:

As shown in Eqs. 8 and 9, each component Dij can be calculated individ-

ually. Thus, it is straightforward to assign 3N� 3N threads, one for eachDij

calculation, to obtain the dense matrix MD with a time complexity of only

Oð1Þ and use it directly as D in Eqs. 4a and 4b.

For the Cholesky decomposition of the linear system, we implement the

library provided by the vendor cuSolver and use the function ‘‘cusol-

verDnDpotrf,’’ which computes the Cholesky factorization of a real dou-

ble-precision Hermitian positive-definite matrix, suitable for the diffusion

tensor matrix. In theory, positive definiteness is guaranteed by the diffusion

tensor construction (56), but in practice, round-off error can make the ma-

trix nonpositive definite. When this happens (infrequently), we use the

diffusion tensor from the previous BD step.

The parallelization of the Cholesky decomposition is not straightforward,

since the calculation of each element ij depends on information from the

previous elements 1 to i � 1 and 1 to j � 1. In practice, this is calculated

column by column rather than element by element. By looping through

the columns, the results of each columni can be achieved by calling three

parallelized CUDA kernels: square root kernel (calculates the diagonal

element ij), normalization kernel (updates all the elements below the cur-

rent diagonal element ij), and submatrix update kernel (updates the subma-

trix ranging from i þ 1, i þ 1 to N;N). In this way, the time complexity of

the Cholesky decomposition is reduced from Oðn3Þ to OðnÞ.
Since we do not needD and F directly, just their product (Eqs. 4a and 4b),

besides the calculation of the large matricesMforce andMD and the Cholesky

decomposition, we calculate the translation and rotation inside the CUDA

kernel. The efficient way to do so is to assign N threads for each bead i

and let each thread i only calculate one translation and rotation for bead i

with the corresponding data from D and F based on Eqs. 4a and 4b and

Eqs. 5a and 5b.

Because GPUs cannot read and write data, after calculations are com-

plete, we transfer the results of the locations and orientations of all the

beads back from GPU to CPU to generate the desired files (i.e., trajectory,

energy, checkpoint files).
RESULTS AND DISCUSSION

Performance

To assess performance, we run on both CPU and GPU sim-
ulations of chromatin fibers ranging from 2- to
100-nucleosome cores with nucleosome repeat length
(NRL) ¼ 191 bp, histone tails, and one LH per nucleosome.
The timestep is 1 ps. The CPU used is an Intel Xeon Plat-
inum 8268 24C 205W 2.9 GHz processor, and the GPU is
an Nvidia Tesla v.100 16 GB processor. We recorded times
for 1,000 simulation steps using the MPI code run on the
CPU and the CUDA code run on the GPU. We display the
wall time in Fig. 2, and its breakdown by task in Fig. 3.
Biophysical Journal 122, 2884–2897, July 25, 2023 2887



FIGURE 2 CPU versus GPU architecture for chromatin fibers of 2–100

nucleosomes. Wall time needed to complete 1,000 steps with a time step

of 1 ps when running on CPU (triangle) versus GPU (circle) as a function

of system size. Blue: plot in seconds. Red: plot in logarithmic scale. To see

this figure in color, go online.

Li et al.
The wall time measures the actual time taken by the pro-
gram to complete a task, including calculations, writing/
reading, and communication.

The CPU wall time increases with the system size steeply
(Fig. 2, blue triangles). On the other hand, no increase in wall
time is observed on GPUs (Fig. 2, blue circles). For example,
for a 100-nucleosome system, a calculation of 1,000 steps on
CPUs takes 25 h, versus less than 10 min on GPUs. As
observed in the plot with log scale (Fig. 2, red curves), the
CPU calculation (red triangles) is advantageous compared
with the GPU (red circles) for very small systems (1–9 nucle-
osomes) due to the ‘‘noncalculation latencies’’ associated
with data transfer, kernel launch, and synchronization. As
mentioned above, we must transfer data, such as locations
and orientations of all beads, as well as random numbers be-
tween GPUs and CPUs. The kernel launch overhead reflects
the time required for the GPU to execute a launched kernel.
Because we cannot limit usage to a single GPU block, we
must launch additional kernels, and this increases the time
needed in each step of the simulation. During the simulation,
each thread either belonging to the same block or different
blocks needs to be synchronized to ensure that data are ready
for the calculations in the next step. While synchronization of
threads belonging to the same block is fast due to the use of
shared memory, synchronization of threads belonging to
different blocks requires the use of the global memory, which
is more time consuming.

Fig. 3 shows the profiling breakdown for wall times by the
MPI code for the CPU and the CUDA code for the GPU.
The wall time includes the calculation time and the noncal-
culation latencies. When the system size increases, the time
consumption of noncalculation latency increases as OðnÞ.
For the MPI code, all calculations show exponential trends,
2888 Biophysical Journal 122, 2884–2897, July 25, 2023
and for CUDA, the calculations show linear and exponential
trends (which are constant and linear trends when ignoring
the noncalculation latency).

Fig. 3 A shows that in the MPI code, the force calculations
range from 0 to�45,000 s for systems containing 2–100 nu-
cleosomes, which is due to the Oðn2Þ complexity with sys-
tem size. Meanwhile, the time is �400 s for all the systems
on CUDA because this calculation is performed in parallel
on many threads. In addition (see implementation), each
thread handles one interaction between one pair of Brow-
nian particles, and since the nucleosome core is treated as
one particle, the calculation for 300 charged beads is as-
signed to one thread. For calculations between two nucleo-
some cores, 300 � 300 ¼ 90,000 calculations are done on
one thread, explaining the force calculation time of 400 s.
Although this approach might increase the force calculation
time compared with treating each nucleosome charge indi-
vidually, it reduces the force matrix size and thus the mem-
ory usage, allowing us to simulate larger systems.

The calculations for the diffusion tensor and Cholesky
decomposition are performed every 20 steps. Fig. 3 B shows
that the time used for the diffusion tensor calculation is
smaller than the time used for the force calculation due to
our treatment of the nucleosome core as one hydrodynamic
particle instead of 300 charged beads as in the force calcula-
tion. The calculation on the MPI code takes as much as
1,400 s for the 100-nucleosome system, while on the
CUDA code, it takes less than 1 s for all the systems.

Fig. 3 C shows that the most time-consuming computa-
tion is the Cholesky decomposition. Even though the Cho-
lesky decomposition is calculated every 20 steps, it
requires 36,000 s in the MPI code due to its Oðn3Þ
complexity. In comparison, in the CUDA code, the Cho-
lesky decomposition only increases from 0 to �50 s (OðnÞ).

Fig. 3 D shows the time for other calculations (such as
reading and writing from and to files; translation and rota-
tion of the beads; Euler angles; math functions such as
random, exp., log, sin, cos, tan, cross product, norm, etc.)
is also reduced from the CPU to the GPU due to the parallel
implementations. The GPU time shows a linear trend due to
remaining serial computations that increase with system
size, such as random number generation at each step. Note
that the ‘‘zigzag’’ pattern results from system sizes not being
divisible by the kernel’s block size, in which case larger
matrices filled with zeros need to be allocated in the GPU
memory before transferring the data and launching the
kernel, increasing the allocation time. Still, the time
consumed for these calculations remains very small.
Validation

For our chromatin BD simulations, we set the temperature to
293.15 K and the time step to Dt ¼ 1 ps. We saved coordi-
nates every 100 steps and simulated at least five independent
replicas started from different random seeds for each



FIGURE 3 Computation time breakdown on CPU and GPU for chromatin systems of 2–100 nucleosomes. (A–D) Force (A), diffusion tensor (B), Cholesky

decomposition (C), and other calculations (D). Note different timescales for each plot. The force includes all forces and energy calculations mentioned in the

supporting material, such as stretching, bending, twisting, nonbonded electrostatics, and excluded volume. Other calculations include reading and writing

from/to files; translation and rotation of the beads; Euler angle calculations; and math functions such as random, exp., log, sin, cos, tan, cross product, norm,

etc. To see this figure in color, go online.
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trajectory. Full details of parameters are provided in the sup-
porting material.
Translational diffusion coefficient of
nucleosomes

The velocity of the Brownian motion is defined by the
translational diffusion coefficient (D), which depends on
the size of the particle, the surface structure, and the ionic
concentration and viscosity of the medium.

Here, we calculate D from the Einstein relation for 3D
space as

D ¼ lim
t/N


½rðt0 þ tÞ � rðt0Þ �2
�

6 , t
; (10)

where t is the simulation time, t0 is the initial time, and h,i is
an average over the simulation time.
We calculate D for nucleosome arrays containing 1 to 4
nucleosomes with NRL ¼ 209 bp at salt of 150 mM
NaCl. We perform 10 independent trajectories started
from different random seeds for 700 ns and compare the
average (D) values with experimental data (Fig. 4) by
(8,58–60) of 1- to 4-nucleosome systems obtained by fluo-
rescence correlation spectroscopy experiments that measure
fluorescence intensity fluctuations due to particle diffusion.
These in vitro experiments are comparable with our BD sim-
ulations because major relevant parameters can be matched.
Nonetheless, in vivo nucleosome diffusion experiments in
the context of interphase chromatin report values on the or-
der of 10� 9 to 10� 10 cm2/s (61,62), close to predicted values
here.

As shown in Fig. 4, the trend for diffusivity as a function
of system size is reproduced by our BD simulations, and the
values are close to experimental data.
Biophysical Journal 122, 2884–2897, July 25, 2023 2889



FIGURE 4 Diffusion coefficients for 1- to 4-nucleosome systems ob-

tained from BD simulations (green) compared with experimental results

(blue) from (8,58–60). To see this figure in color, go online.

TABLE 1 Chromatin compaction assessment by

sedimentation coefficients of 12-nucleosome fibers with

NRLs ¼ 173, 191, and 209 bp and with 20, 50, 100, 150, and

200 mM NaCl

NRL (bp) Monovalent salt (mM) Computed S20;w (S)

173 20 35.4 5 0.4

50 41.5 5 0.8

100 47.5 5 0.9

150 49.8 5 1.7

200 51.9 5 2.0

191 20 32.7 5 0.5

50 37.0 5 1.1

100 40.0 5 1.4

150 41.0 5 1.1

200 42.0 5 1.3

209 20 32.1 5 0.4

50 34.9 5 0.4

100 36.0 5 0.5

150 36.5 5 0.7

200 36.5 5 0.6

See Fig. 5 for plots with NRL ¼ 209 bp.
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Salt-dependent chromatin folding

The effect of salt concentration on chromatin folding is well
known. Here, we study the folding of 12-nucleosome chro-
matin arrays at different monovalent salt concentrations and
compare our results with two sets of experimental values ob-
tained by Hansen et al. (63) and Howe et al. (64). In partic-
ular, we study 1) arrays with NRLs ¼ 173, 191, and 209 bp,
without LHs, and with 20, 50, 100, 150, and 200 mM NaCl,
FIGURE 5 Salt-dependent folding of 12-nucleosome chromatin fibers.

Sedimentation coefficients for 12-nucleosome fibers with NRL ¼ 209 bp,

without LHs, and with 10, 20, 50, 100, 150, and 200 mMNaCl. Blue dashed

line represents experimental data taken from (63). Green squares with error

bars show the average and standard deviation obtained from our BD simu-

lations. Chromatin fiber configurations at increasing salt concentrations,

from 10 to 200 mM. Linker DNA is shown in orange, and histone tails beads

are shown in green (H3), yellow (H2A), red (H2B), and blue (H4). To see

this figure in color, go online.
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and 2) arrays with an NRL of 209 bp, with and without LH,
and with 25, 50, 75, and 100 mM NaCl.

Fibers are simulated for 700 ns with a time step of
Dt ¼ 1 ps. For the systems without LHs, we start the sim-
ulations from an ideal zigzag extended geometry, whereas
for the systems with LHs, which have 336 more particles,
we start them from the equilibrated structures obtained
with MC simulations to reduce the simulation time needed
FIGURE 6 Fiber diameters for NRL-dependent folding of chromatin fi-

bers. Fiber systems of 72, 52, 52, 61, 47, 55, 66, and 56 nucleosomes,

with NRLs ¼ 173, 182, 191, 200, 209, 218, 227, and 237 bp, respectively,

without LHs, and with 120 mM NaCl. Blue dashed line represents experi-

mental data taken from (67). Green squares with error bars show the

average and standard deviation obtained from our BD simulations. Repre-

sentative chromatin fiber configurations at NRLs ¼ 173, 191, 209, and

237 bp are shown with linker DNA in orange and histone tails beads in

green (H3), yellow (H2A), red (H2B), and blue (H4). To see this figure

in color, go online.
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to reach equilibrium conformations. We run 10 independent
trajectories starting with different random seeds. Results are
obtained from the last 10 ns of each simulation and averaged
over the 10 trajectories.

We calculate the sedimentation coefficient at each salt
concentration as follows:

S20;w ¼ ððS1 � S0Þ � rþ S0Þ �
 
1þ R1

NC

X
i

X
j

1

Rij

!
;

(11)
where S0 and S1 are the sedimentation coefficients of a
mononucleosome without LHs (S0 ¼ 11:1 S) (65) and
with LHs (S1 ¼ 12 S) (66), respectively, r is the LH density
on the fiber, R1 is the radius of a nucleosome (R1 ¼
5.5 nm), NC is the number of nucleosomes in the chromatin
fiber, and Rij is the distance between the nucleosomes i and j.

BD simulations accurately reproduce the fiber compac-
tion as a function of salt concentration observed experi-
FIGURE 7 Salt- and LH-dependent folding of 12-nucleosome chromatin

fibers. (A) Sedimentation coefficients of chromatin fibers with NRL ¼
209 bp, with and without LHs, and with 25, 50, 75, and 100 mM NaCl.

Green (with LHs) and red (without LHs). Dashed lines represent experi-

mental data taken from (64), and squares with error bars show average

and standard deviation obtained from BD. (B) Fiber configurations with

and without LHs at 25 and 100 mM NaCl. To see this figure in color, go

online.
mentally. The sedimentation coefficient increases with the
salt concentration, with a plateau reached at around
100 mM NaCl (Fig. 5). This difference in compaction is
also clearly seen in the fiber configurations. Fibers at low
salt appear unfolded, whereas fibers in physiological condi-
tions are compact. Similar results are seen for the other two
fibers with NRLs ¼ 173 and 191 bp (see Table 1). More-
over, in agreement with the observations of Hansen et al.
in (63), the increase of fiber compaction with salt concen-
tration does not depend on the NRL.

At a single salt concentration, an increase in NRL pro-
duces an increase in fiber diameter, and two distinct chro-
matin structural classes emerge, as previously shown by
Rhodes and coworkers by cryo-electron microscopy (67).
As we show in Fig. 6, although absolute values are smaller,
BD simulations reproduce the experimental trend for fiber
diameters, showing a first structural class, composed of fi-
bers with NRLs ¼ 177 to 207 bp, and a second class,
composed of fibers with NRLs ¼ 217 to 237 bp. Addition-
ally, the fiber structures resemble those seen by Rhodes et al.
FIGURE 8 Effect of salt, Mg2þ, and LHs on chromatin compaction of

12-nucleosome chromatin fibers. (A) Sedimentation coefficient as a func-

tion of simulation condition for five fiber conditions (left to right): (a)

0.01 mM NaCl, no LH; (b) 0.15 mM NaCl, no LH; (c) 0.01 mM NaCl,

with LH, no Mg2þ; (d) 0.15 mM NaCl, with LH, no Mg2þ; and (e)

0.15 mM NaCl, with LH, with Mg2þ. Blue circles represent experimental

data and red circles MC results, both taken from (68). Green squares

with error bars show averages and standard deviations obtained from our

BD simulations. (B) Fiber configurations from (b), (d), and (e), respectively.

To see this figure in color, go online.
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(67). These simulations of 20 ns were started from equili-
brated structures obtained from MC simulations. Five inde-
pendent trajectories were run for each system starting from
different random seeds, and the last 10 ns of each replica’s
trajectory were used for analysis.

As shown in Fig. 7 A, BD simulations can also accurately
reproduce the experimental fiber compaction for arrays with
NRL ¼ 209 bp with and without LHs. As before, the sedi-
mentation coefficient increases with salt concentration,
and LH further increases compaction compared with fibers
without LHs. Fiber configurations (Fig. 7 B) clearly show
the impact of salt and LHs on compaction.
Salt, Mg2D, and LH roles in chromatin compaction

In a previous study, we combined our MC simulations of
chromatin fibers with electron microscopy nucleosome
interaction capture experiments to study the internal organi-
zation of chromatin fibers (68).

There, we assessed chromatin compaction at different
monovalent salt concentrations and with/without Mg2þ

and LHs. We showed that physiological salt concentrations
and LHs produce a zigzag topology with dominant k 5 2
internucleosome contacts. Addition of Mg2þ further com-
2892 Biophysical Journal 122, 2884–2897, July 25, 2023
pacts the fibers and increases the bending of the linker
DNA, promoting k 5 1 contacts.

Here, we reproduce these results by simulating
12-nucleosome chromatin arrays with NRL ¼ 209 bp in
the following conditions: 1) 10 and 150 mM NaCl, 2) 10
and 150 mM NaCl plus 1 LH per nucleosome, and 3)
150 mM NaCl plus 1 LH per nucleosome and 1 mM
Mg2þ. BD simulations are run for 100 ns starting from
MC-equilibrated configurations in the case of fibers with
LHs and from ideal zigzag structures in the case of fibers
without LHs. Note that although similar results are expected
from MC and BD, MC samples the equilibrium conforma-
tional ensemble, while BD samples thermal fluctuations
around representative conformations.

The Mg2þ effect is modeled using our phenomenological
approach developed in (68). That is, we reproduce the effect
of 1 mM Mg2þ on fiber compaction by reducing the DNA
persistence length from 50 to 30 nm, according to published
data (69), and by increasing the inverse Debye length in the
electrostatic term from 1.48 to 2.52 nm-1 to reflect altered
electrostatic repulsion between linker DNAs.

BD simulations reproduce the experimental trends, as
well as the MC results (Fig. 8 A). Fibers without LHs
show the same compaction as the experimental and MC
FIGURE 9 The effect of r on compaction of a

50-nucleosome fiber. (A) Packing ratio as a func-

tion of r (LH density) as obtained from BD simu-

lations (green) and MC simulations (red). (B)

Internucleosome interactions for each r from

BD. (C) Representative fiber configurations from

BD at each r. To see this figure in color, go online.
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values. Such compaction increases with the addition of LHs
and further with the addition of Mg2þ (Fig. 8 B). For low salt
with LHs, BD conformations are slightly more open than
experimental measurements suggest, while MC configura-
tions are much more compact. For physiological salt with
LHs, both BD and MC fibers are less compact than the
experiment suggests. This is likely due to our fixed (rather
than dynamic) LH treatment.
Role of LH in chromatin transitions

The role of LH in compacting chromatin is well known (70).
Recently, we further studied how LH density, r, regulates
chromatin architecture in relationship with the development
of lymphoma (43). There, we showed that r triggers a transi-
tion from a flexible and globular to a rigid and straight config-
uration that could be related to the overexpression of genes
that drive lymphoma when LHs are mutated or deficient.

Here, we reproduce this transition by studying the same
chromatin fibers for different r values. In particular, we study
FIGURE 10 Effect of histone tails on chromatin folding at different

monovalent salt concentrations for 12-nucleosome fibers. (A) Sedimenta-

tion coefficients as a function of salt concentration and wild-type/truncated

tails. Green: all tails wild-type at 10 and 150 mM NaCl. Red: truncated

H2A/H2B tails at 10, 20, 75, and 150 mM NaCl. Blue: truncated H3/H4

tails at 10, 20, 75, and 150 mM NaCl. Magenta: all tails truncated at 10

and 150 mM NaCl. (B) Fiber configurations obtained at 150 mM NaCl

with all tails wild-type, H3/H4 tails truncated, and all tails truncated. To

see this figure in color, go online.
50-nucleosome arrays with an irregular DNA linker length
distribution found in mammalian cells (71), and r ¼ 0,
0.25, 0.5, and 0.75 and 1 LH per nucleosome, with LHs
randomly distributed along with the fiber. Simulations of
100 ns are started from equilibrated structures obtained
from MC simulations. Five independent trajectories are run
for each system starting from different random seeds, and
the last 10 ns of each replica’s trajectory are used for analysis.

To characterize the transition, we measure the fiber pack-
ing ratio as the number of nucleosomes contained in 11 nm
of fiber length as

PR ¼ 11 � NC

Fiber � length
; (12)

where NC is the total number of nucleosomes, and the fiber
length is calculated by defining the fiber axis with a cubic
smoothing spline interpolation to the nucleosomes x, y,
and z coordinates (see (72)).

We also measure the internucleosome interaction pat-
terns. That is, we determine the tail-mediated interactions
between each pair i; j of cores in the chromatin fiber, con-
structing an interaction intensity matrix I0ði; jÞ that describes
the fraction of configurations that nucleosome pairs interact
with one another. An interaction is defined when any nucle-
osome tail i is less than 2 nm apart from any charged bead or
tail of nucleosome j. The internucleosome matrix I0 is
further decomposed into a normalized 1D plot that repre-
sents the relative intensity of interactions between nucleo-
somes separated by k neighbors as

IðkÞ ¼
PNC

i ¼ 1I
0ði; i5 kÞPNC

j ¼ 1IðjÞ
: (13)

As we see from Fig. 9 A, BD simulations accurately
reproduce the compaction trends obtained by MC simula-
tions. As expected, fiber compaction increases with r.
TABLE 2 Chromatin compaction assessment by

sedimentation coefficients of 12-nucleosome fibers with

different tails

Array type

NaCl

(mM)

Computed S20;w
(S)

Experimental S20;w
(S)

All tails wild-type 10 29.3 5 0.2 30

150 36.5 5 0.7 36.5

Truncated H2A/H2B 10 29.0 5 0.1 29.5

20 31.3 5 0.6 31

75 34.3 5 0.8 32

150 35.8 5 1.7 34

Truncated H3/H4 10 26.6 5 0.6 26

20 28.8 5 0.6 27.5

75 32.4 5 1.0 28.5

150 33.9 5 1.0 31

All tails truncated 10 24.6 5 0.1 22

150 32.4 5 0.4 28

See Fig. 10.
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The internucleosome interaction plots (Fig. 9 B) show that
lower r produces high k 5 1 contacts due to higher linker
DNA bending and a more globular and disordered struc-
ture, whereas higher r increases the k 5 2 interactions,
which indicates a strong zigzag topology. Fiber configura-
tions (Fig. 9 C) reveal this structural transition from a glob-
ular and loose fiber to a straight and compact fiber as r
increases.
Role of histone tails in chromatin folding

Many experimental studies have shown how truncation of
all tails or specific tails, such as H3 and H4, affect chromatin
compaction (73–75). As we have shown (45), histone tails
mediate chromatin compaction and higher-order folding
through internucleosome interactions, which are regulated
by salt conditions and the presence of LHs.

To further validate our BD approach, we reproduce sedi-
mentation coefficient values obtained in (73) on the effect of
histone tails in chromatin folding. In particular, we study
12-nucleosome fibers with NRL ¼ 207 bp and without
LHs in the following conditions: 1) all tails wild-type at
10 and 150 mM NaCl; 2) H2A and H2B tails truncated at
10, 20, 75, and 150 mM NaCl; 3) H3 and H4 tails truncated
at 10, 20, 75, and 150 mM NaCl; and 4) all tails truncated at
10 and 150 mM NaCl. To truncate any tails, we set selected
tail beads charges to zero.

Each system is run for 700 ns with Dt ¼ 1 ps starting
from ideal zigzag structures. Data are collected over the
last 10 ns of five independent replicas started from different
random seeds.

As is evident by the sedimentation coefficient values
(Fig. 10 A) and chromatin fiber configurations (Fig. 10B),
truncation of all tails produces a dramatic opening of the
chromatin fibers. Similar results are obtained when H3/H4
tails are truncated, but the extent of the effect is smaller.
In the case of H2A/H2B truncation, fibers look similar to
the wild-type fibers, with almost the same sedimentation co-
efficients. These results are in agreement with our previous
findings demonstrating the importance of histone tails in
chromatin folding and, particularly, that H3 and H4 tails
have a major role by mediating internucleosome interac-
tions through cross fiber contacts that enhance long-range
interactions (45).

Moreover, as shown in Table 2, our trends on sedimenta-
tion coefficients reproduce the experimental trends of (73)
reasonably. Our BD computed values generally reflect
slightly more compact fibers.
SUMMARY AND OUTLOOK

We have developed an efficient BD simulation protocol for
GPU computing architectures to simulate chromatin fibers
using our mesoscale model at nucleosome resolution.
With the CUDA implementation, our BD is faster compared
2894 Biophysical Journal 122, 2884–2897, July 25, 2023
with a CPU implementation by two orders of magnitude,
which allows us to study kb-range chromatin fibers with
hundreds of nucleosomes in a few days.

Our mesoscale model for chromatin fibers has proven
valuable for many applications including metaphase chro-
matin folding (38), compartmentalization (76), mouse cell
differentiation (40), lymphoma-associated genome folding
(43), yeast cell genome silencing mechanism (77), and
gene folding (39,41). Although we originally started our
chromatin modeling using BD (32), we moved to MC as
our model increased in complexity with the introduction
of flexible histone tails and LH variants with different orien-
tations, as MC was more efficient for large systems. Here,
we demonstrate that, with the advance of GPU computing,
BD simulations of large nucleosome fibers are feasible
with our nucleosome-resolution chromatin mesoscale
model. We show the agreement of our BD results with
experimental measurements such as diffusion coefficients
and chromatin sedimentation on different systems,
including nucleosomes at different salt concentrations and
with/without LHs, ions, and tails, as well as the effect of
different LH densities. With BD, dynamic chromatin prob-
lems at the nucleosome level can be studied, including chro-
matin flexibility, effect of binding proteins on chromatin
mobility, and dynamics of gene loops.

Although BD is not likely efficient for folding fibers
from ideal zigzag structures into equilibrium structures, it
is suitable to study the dynamics of systems around equi-
librium. Moreover, BD can be used to generate and simu-
late efficiently fiber topologies based on Hi-C maps. Our
CUDA code ideas could also be applied to MC sampling
to quickly and efficiently fold fibers into equilibrated struc-
tures in parallel. Together, MC and BD implementations
for GPU architectures will allow the study of Mb-range
chromatin fibers, a size not reached until now for nucleo-
some resolution chromatin models with explicit histone
tails and LHs.
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23. Lequieu, J., A. Córdoba, J. J. de Pablo., 2019. 1CPN: a coarse-
grained multi-scale model of chromatin. J. Chem. Phys. 150:215102.
https://doi.org/10.1063/1.5092976.

24. Ehrlich, L., C. M€unkel, J. Langowski., 1997. A brownian dynamics
model for the chromatin fiber. Comput. Appl. Biosci. 13:271–279.
https://doi.org/10.1093/bioinformatics/13.3.271.

25. Di Pierro, M., B. Zhang, J. N. Onuchic., 2016. Transferable model
for chromosome architecture. Proc. Natl. Acad. Sci. USA.
113:12168–12173. https://doi.org/10.1073/pnas.1613607113.

26. Shi, G., L. Liu, D. Thirumalai., 2018. Interphase human chromo-
some exhibits out of equilibrium glassy dynamics. Nat. Commun.
9:3161. https://doi.org/10.1038/s41467-018-05606-6.

27. Liu, X., and E. Chow. 2014. Large-scale hydrodynamic brownian sim-
ulations on multicore and manycore architectures. In 2014 IEEE 28th
Int. Parallel Distrib. Process. Symp. IEEE, pp. 563–572.

28. Lee, T.-S., D. S. Cerutti, D. M. York., 2018. GPU-accelerated molec-
ular dynamics and free energy methods in Amber18: performance en-
hancements and new features. J. Chem. Inf. Model. 58:2043–2050.
https://doi.org/10.1021/acs.jcim.8b00462.

29. Ufimtsev, I. S., and T. J. Martı́nez. 2008. Quantum chemistry on graph-
ical processing units. 1. Strategies for two-electron integral evaluation.
J. Chem. Theor. Comput. 4:222–231. https://doi.org/10.1021/
ct700268q.

30. Schlick, T., and S. Portillo-Ledesma. 2021. Biomolecular modeling
thrives in the age of technology. Nat. Comput. Sci. 1:321–331.
https://doi.org/10.1038/s43588-021-00060-9.

31. Schlick, T., S. Portillo-Ledesma, E. Xue., 2021. Biomolecular
modeling and simulation: a prospering multidisciplinary field. Annu.
Rev. Biophys. 50:267–301. https://doi.org/10.1146/annurev-biophys-
091720-102019.

32. Beard, D. A., and T. Schlick. 2001. Computational modeling predicts
the structure and dynamics of chromatin fiber. Structure. 9:105–114.
https://doi.org/10.1016/s0969-2126(01)00572-x.

33. Arya, G., and T. Schlick. 2006. Role of histone tails in chromatin
folding revealed by a mesoscopic oligonucleosome model. Proc.
Natl. Acad. Sci. USA. 103:16236–16241. https://doi.org/10.1073/
pnas.0604817103.

34. Schlick, T., and O. Perisi�c. 2009. Mesoscale simulations of two nucle-
osome-repeat length oligonucleosomes. Phys. Chem. Chem. Phys.
11:10729–10737. https://doi.org/10.1039/b918629h.
Biophysical Journal 122, 2884–2897, July 25, 2023 2895

https://doi.org/10.1139/O10-139
https://doi.org/10.1016/j.tibs.2010.09.002
https://doi.org/10.1016/j.tibs.2010.09.002
https://doi.org/10.1038/s41576-018-0089-8
https://doi.org/10.1038/s41576-018-0060-8
https://doi.org/10.1038/s41576-018-0060-8
https://doi.org/10.3389/fmolb.2020.00015
https://doi.org/10.3389/fmolb.2020.00015
https://doi.org/10.1016/j.sbi.2015.11.011
https://doi.org/10.1016/j.sbi.2015.11.011
https://doi.org/10.1002/wcms.1434
https://doi.org/10.1016/j.bpj.2014.05.055
https://doi.org/10.1101/cshperspect.a039693
https://doi.org/10.1101/cshperspect.a039693
https://doi.org/10.1016/j.sbi.2015.04.002
http://refhub.elsevier.com/S0006-3495(22)00763-9/sref11
http://refhub.elsevier.com/S0006-3495(22)00763-9/sref11
http://refhub.elsevier.com/S0006-3495(22)00763-9/sref11
https://doi.org/10.1016/j.ceb.2022.02.001
https://doi.org/10.1038/s41592-020-0852-6
https://doi.org/10.1016/j.bpj.2020.03.014
https://doi.org/10.1063/5.0044150
https://doi.org/10.1016/j.tig.2021.11.001
http://refhub.elsevier.com/S0006-3495(22)00763-9/sref18
http://refhub.elsevier.com/S0006-3495(22)00763-9/sref18
https://doi.org/10.1016/j.ymeth.2018.02.024
https://doi.org/10.1016/j.ymeth.2018.02.024
https://doi.org/10.1016/j.jmb.2021.166902
https://doi.org/10.1016/j.jmb.2021.166902
https://doi.org/10.1371/journal.pcbi.1009578
https://doi.org/10.1371/journal.pcbi.1009578
https://doi.org/10.1103/PhysRevE.73.041927
https://doi.org/10.1063/1.2428305
https://doi.org/10.1063/1.5092976
https://doi.org/10.1093/bioinformatics/13.3.271
https://doi.org/10.1073/pnas.1613607113
https://doi.org/10.1038/s41467-018-05606-6
http://refhub.elsevier.com/S0006-3495(22)00763-9/sref28
http://refhub.elsevier.com/S0006-3495(22)00763-9/sref28
http://refhub.elsevier.com/S0006-3495(22)00763-9/sref28
https://doi.org/10.1021/acs.jcim.8b00462
https://doi.org/10.1021/ct700268q
https://doi.org/10.1021/ct700268q
https://doi.org/10.1038/s43588-021-00060-9
https://doi.org/10.1146/annurev-biophys-091720-102019
https://doi.org/10.1146/annurev-biophys-091720-102019
https://doi.org/10.1016/s0969-2126(01)00572-x
https://doi.org/10.1073/pnas.0604817103
https://doi.org/10.1073/pnas.0604817103
https://doi.org/10.1039/b918629h


Li et al.
35. Collepardo-Guevara, R., and T. Schlick. 2012. Crucial role of dynamic
linker histone binding and divalent ions for DNA accessibility and gene
regulation revealed by mesoscale modeling of oligonucleosomes. Nu-
cleic Acids Res. 40:8803–8817. https://doi.org/10.1093/nar/gks600.

36. Collepardo-Guevara, R., and T. Schlick. 2014. Chromatin fiber poly-
morphism triggered by variations of DNA linker lengths. Proc. Natl.
Acad. Sci. USA. 111:8061–8066. https://doi.org/10.1073/pnas.
1315872111.

37. Bascom, G. D., T. Kim, and T. Schlick. 2017. Kilobase pair chromatin
fiber contacts promoted by living-system-like DNA linker length distri-
butions and nucleosome depletion. J. Phys. Chem. B. 121:3882–3894.
https://doi.org/10.1021/acs.jpcb.7b00998.

38. Grigoryev, S. A., G. Bascom, T. Schlick., 2016. Hierarchical looping
of zigzag nucleosome chains in metaphase chromosomes. Proc. Natl.
Acad. Sci. USA. 113:1238–1243. https://doi.org/10.1073/pnas.
1518280113.

39. Bascom, G. D., K. Y. Sanbonmatsu, and T. Schlick. 2016. Mesoscale
modeling reveals hierarchical looping of chromatin fibers near gene
regulatory elements. J. Phys. Chem. B. 120:8642–8653. https://doi.
org/10.1021/acs.jpcb.6b03197.
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1 Overview on overall strategy, difficulties, and approach

1.1 Strategy

To efficiently perform Brownian Dynamics (BD) simulations, we combine these key elements: our
chromatin mesoscale model, our chromatin BD algorithm developed earlier [1], and the CUDA
(Compute Unified Device Architecture) platform to run simulations on GPUs.

• Our mesoscale model for chromatin has evolved for 20 years [2, 3] to accurately reproduce
experimental results on chromatin folding. It contains coarse grained units for the nucleosome
cores [4], irregular linker DNA [5], histone tails [6], and linker histone (LH) [7]. Besides, it
can treat histone tail acetylation [8, 9] and several LH binding modes and variants [10]. This
makes it an excellent model to study chromatin at the nucleosome level.

• Our BD algorithm for chromatin was developed by Beard and Schlick [1] with Rotne-Prager
hydrodynamic tensor using the second-order integration.

• We develop the code with the CUDA application for computing on GPUs, significantly speeding
up calculations by massive parallelization.

1.2 Difficulties

The main difficulties encountered during the development were associated to the calculation of
the hydrodynamic interactions, presence of non-calculation latencies associated to GPU computing,
scientific correctness, and sampling issue.

• In the BD algorithm, we have a very large hydrodynamic interactions (HI) matrix that con-
sumes memory with space complexity O(n2) and computational time associated with its
Cholesky factorization with a time complexity of O(n3) for n particles.

• In the CUDA code, there are non-calculation latencies coming from using threads belonging
to different blocks in the GPU. This increases data sharing time, consuming most of the wall
time.

• The Brownian Dynamics strategy has been proposed over 40 years [11] and applied on many
models but mostly coarse grained models. Our mesoscale model was used in MC simulations,
but some artificial parameters cannot be used directly in BD (i.e., excluded volume).

• Similar to other simulation techniques, we faced the equilibrium sampling problem. As the
system size increases, the time to fold fibers increases considerably.
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1.3 Approach

• We assign many threads to calculate the large HI and force matrices and let each thread
handle one calculation, converting the complexity from O(n2) to O(1). For the Cholesky
decomposition, we use the well-developed library “cuSolver” that calculates the matrix column
by column in parallel and reduces the complexity from O(n3) to O(n).

• To reduce non-calculation latencies as much as possible, we reduce the data transfer between
GPU and CPU by completing most of the calculations in GPU, even those that were not
computing intensive in CPU.

• To improve the scientific correctness we run at least 5 independent replicas for every simulation
and compared with different experimental data with different perspectives and setups. Many
sets of parameters were tested and justified according to the comparison of the experimental
data when developing the BD code.

• The current solution for the sampling problem is to use Monte Carlo simulations to obtain
equilibrated and folded fibers and then use BD to study their dynamics.

2 Chromatin Mesoscale Model

2.1 Components and their Connection

The coarse-grained chromatin model consists of nucleosome cores [4], treated as disks; and linker
DNA [12], histone tails [13], and LHs [7, 10], treated as beads (Figure 1).

Figure 1: Chromatin mesoscale model. 50-nucleosome chromatin fiber with enlarged basic unit
(chromatosome) showing each element, and enlarged tri-nucleosome showing the connection between
nucleosomes by linker DNA. Linker DNA is shown as red beads, histone tails as green (H3), yellow
(H2A), red (H2B), and blue (H4) beads, LHs are shown as orange (globular head) and cyan (C-
terminal domain) beads, and nucleosome cores are shown with their distributed charge beads.

Our collective chromatin model can be regarded as springs connecting balls. In particular, linker
DNAs connect nucleosome cores, and histone tails and LHs are attached to the nucleosome cores.
Each bead can move freely during the simulation, except for the 300 charge beads in the nucleosome
cores, one fixed tail bead per histone tail, and the 6 LH globular head (GH) beads, which must move
together with the nucleosome core. Hence, the coarse-grained chromatin model has flexible linker
DNA, histone tails and LHs, and rigid nucleosome cores.
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Linker DNA – Nucleosome Core Connection The nucleosome core with 1.7 turns of DNA
wrapped around is modeled as a disk [14]. Each linker DNA bead connecting nucleosomes represents
roughly 9 base-pairs (detailed conversion in Equation 16). To simulate the wrapped DNA supercoil
as observed experimentally, the linker DNA is not connected to the center, but to the imaginary
points on the nucleosome core disk, as shown in Figure 2. Each nucleosome core disk has a radius of
r0 = 4.8 nm, and parameters w0 = 1.8 nm, θ0 = 108o determined by the geometry of the wrapped
DNA supercoil. We assign an Euler body-centered coordinate frame to each linker DNA bead and
each core disk. For the Euler frame {ai, bi, ci} of the core disks, the unit vectors ai and bi are
parallel to the plane of the flat surface of the disk, while ci is perpendicular to it. Thus, the location
of the two imaginary points can be represented by:

r−i = ri − r0(−sin(θ0)ai + cos(θ0)bi) + w0ci, (1)

r+i = ri − (r0bi + w0ci). (2)

The Euler frames on the linker DNA are updated during each step of the simulation so that the
unit vector ai is always pointing to the next bead (to the imaginary point on the nucleosome core
disk if the next “bead” is a nucleosome core disk).

Figure 2: Relative positions of linker DNA and nucleosome core. Red beads represent linker DNA,
the grey disk is the nucleosome core, and blue beads are imaginary points embedded on the nucleo-
some core to connect linker DNA. At left, we show the DNA supercoil and linker DNA entering and
leaving the nucleosome. At right, we show the assigned Euler vectors.

Histone Tails – Nucleosome Core Connection The histone tail geometry and parameters are
adopted from our previous work in [13], as shown in Figure 1. Each nucleosome core disk has 10
histone tails: two N-terminal domains of H2A (yellow beads), H2B (red beads), H3 (green beads),
and H4 (blue beads), and two C-terminal domains of H2A (yellow beads). Each tail is treated as a
spring with one bead fixed on the nucleosome core.

Linker Histone – Nucleosome Core Connection The LH geometry and parameters are
adopted from our earlier works in [7, 10]. The coarse-grained model contains 6 beads for the GH
and 22 beads for the C-terminal domain, as shown in Figure 1.

2.2 Euler Angle

Since we have defined Euler frames on the linker DNA and nucleosome cores, Euler Angles describing
the relative position between beads are also calculated, and are used to calculate bending and twisting
energies and force terms discussed in the following sections.

As discussed in Section 2.1, the Euler frames are updated during each step of the simulation so
that the unit vector ai always pointing to the next bead. Thus, β, shown in Figure 3, is calculated
as:

βi = arccos(ai · ai+1). (3)
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The other two Euler angles, α and γ, also shown in Figure 3, are defined as follows: p is the
vector perpendicular to ai and ai+1, α is the angle between bi and p, and γ is the angle between
p and bi+1:

αi = arccos

(
ai+1 · bi

sin(βi)

)
, (4)

γi = arccos

(
bi · bi+1 + ci · ci+1

1 + cos(βi)

)
− αi. (5)

For the nucleosome core, the linker DNA is connected to the two imaginary points on the disk.
Thus, the Euler frames assigned on these two points are used instead of these assigned to the center
of the core. An additional set of Euler angles {α+

i , β
+
i , γ+

i } is also calculated representing the Euler
transformation from {a+

i , b
+
i , c

+
i } to {aDNA

i , bDNA
i , cDNA

i }, as shown in Figure 2.

Figure 3: Schematic representation of Euler Angle related with Euler frames.

3 Energy

There are 5 types of energy terms calculated during a BD simulation that make up the effective
force. These are stretching, bending, twisting, electrostatic, and excluded volume energies. The
details of each energy term and the beads they applied to are given below.

3.1 Stretching

The stretching energy between two beads is based on Hooke’s law, and given by:

ESi =
h

2
(li − l0)

2, (6)

where h is the stretching constant, li is the distance between two beads, and l0 is the equilibrium
length.

The stretching energy is calculated for linker DNA and nucleosome core, histone tails, LHs, and
histone tails and nucleosome core.

Linker DNA – Nucleosome Core The stretching energy between linker DNA and nucleosome
cores, more specifically between a DNA bead and a reference point on the nucleosome core disk
(Figure 2), is the summation of stretching energy between each two adjacent beads.
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ES =
h

2

N−1∑
i=1

(li − l0)
2, (7)

where h = 100kBT
l02 , with kB the Boltzmann’s constant, T the temperature, and l0 = 3 nm.

Histone tails For the histone tails, each tail is treated as a spring, so the stretching energy is
the summation of all the stretching energies calculated by each tail on all the nucleosome cores as
follows:

EtS =

Nc∑
i=1

Nt∑
j=1

Nj−1∑
k=1

kjk
2

(lijk − ljk0)
2, (8)

where, Nc is the number of cores, Nt the number of tails per core, and Nj the number of beads per
tail (each tail has different number of beads, as shown in Figure 1). The parameters kjk and ljk0
are taken from our previous work in [13], and are shown in Table 1.

Table 1: Histone tail parameters for the stretching energy term

Bond kjk ljk0
Tail j-k (kcal/mol/Å) [Å]

N-ter H3 1-2 0.09 14.80
2-3 0.06 13.40
3-4 0.07 14.50
4-5 0.07 15.00
5-6 0.07 14.80
6-7 0.07 13.90
7-8 0.11 13.70

N-ter H4 1-2 0.10 13.20
2-3 0.10 13.90
3-4 0.06 13.70
4-5 0.20 14.40

N-ter H2A 1-2 0.08 13.40
2-3 0.09 14.50
3-4 0.03 11.00

C-ter H2A 1-2 0.07 14.10
2-3 0.07 12.60

N-ter H2B 1-2 0.08 13.50
2-3 0.10 12.70
3-4 0.08 15.20
4-5 0.08 14.20

Linker Histone For linker histones H1E, whose coarse grained model contains 6 beads for the
GH and 22 beads for the C-terminal domain (CTD), as shown in Figure 1, the stretching energy is
calculated as the summation of the stretching energy between all adjacent beads in the CTD and
the single bead in the GH connected to the CTD as follows:

ElhS =

Nlh∑
i=1

Ni∑
j=1

kj
2
(lij − lj0)

2, (9)

where Nlh is the number of nucleosome cores that have LH attached and Ni is the number of beads
used to calculate the stretching energy. The constant kj = 0.1 kcal/mol/Å and lj0 = 15 Å for the
CTD beads, and lj0 = 0 for the GH beads connected to the CTD.

3.2 Bending

The bending energy is also based on the Hooke’s law, which is given by:

EBi
=

g

2
(βi − β0)

2, (10)
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where g is the bending constant, βi the Euler angle described in Section 2.2, and β0 the equilibrium
angle.

The bending energy for linker DNA and nucleosome cores, histone tails, and LHs is calculated
as described below.

Linker DNA – Nucleosome Core The bending energy between the linker DNA and nucleosome
cores is calculated based on the Euler frames as follows:

EB =
g

2

N−1∑
i=1

β2
i +

g

2

∑
i∈IC

(β+
i )2, (11)

where g is the bending rigidity of the DNA with g = LP kBT
l0

, and LP = 50 nm is the persis-

tence length of the DNA. Again, β+ represents the Euler transformation from {a+
i , b

+
i , c

+
i } to

{aDNA
i , bDNA

i , cDNA
i } shown in Figure 2.

Histone Tails Similar to the stretching energy calculation, the bending energy for histone tails is
the summation of all the bending energies calculated by each tail on all the nucleosome cores.

EtB =

Nc∑
i=1

Nt∑
j=1

Nj−2∑
k=1

kβjk

2
(βijk − βjk0)

2, (12)

Parameters kβjk
and βjk0 are taken from our early work in [13], as in Table 2.

Table 2: Histone tails parameters for the bending energy term

Angle kβjk
βjk0

Tail i-j-k (kcal/mol/rad2) [o]
N-ter H3 1-2-3 1.10 115.90

2-3-4 1.00 116.70
3-4-5 1.70 117.30
4-5-6 1.20 123.00
5-6-7 1.20 111.80
6-7-8 1.50 114.90

N-ter H4 1-2-3 1.00 112.50
2-3-4 1.10 116.30
3-4-5 0.50 111.60

N-ter H2A 1-2-3 1.10 121.20
2-3-4 0.60 100.10

C-ter H2A 1-2-3 1.00 113.80
N-ter H2B 1-2-3 0.90 118.40

2-3-4 0.60 118.90
3-4-5 1.60 124.50

Linker Histone The bending energy is calculated as the summation of the bending energy between
all adjacent beads in the CTD and the single bead of the GH connected to the nucleosome:

ElhB =

Nlh∑
i=1

Ni−1∑
j=1

kβj

2
(βij − βj0)

2, (13)

where kβj
= 1 and βj0 = 110o. For positions of the 3 adjacent beads on linker histone defined as

ri−1, ri, and ri+1, the angle βi is defined as:

βi = arccos(
(ri − ri−1) · (ri+1 − ri)

||(ri − ri−1)||||(ri+1 − ri)||
). (14)
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3.3 Twisting

The twisting energy is only applied to linker DNA and nucleosome cores and is given by:

ET =
s

2l0

N−1∑
i=1

(αi + γi − ϕ0)
2, (15)

where s = 3.0×10−12 erg nm is the torsional rigidity constant of DNA as obtained from experiments
[15], α and γ are Euler angles, and ϕ0 is a twist deviation penalty term.

To justify the twisting due to DNA, ϕ0 is calculated as follows: considering the average rise
between B-DNA base pairs 3.4 Å, and average twist 34.95o; let the number of beads between two
nucleosomes be nb, then:

number of base pair =
(nb+ 1)× 3

rise

number of turns =
number of base pairs

10.3
DNA rotation = round(number of turns)

rotation per base pair =
DNA rotation× 360

number of base pairs

DNA twist = rotation per base pair − twist

whole linker twist = number of base pairs×DNA twist

ϕ0 =
whole linker twist

nb+ 1

(16)

3.4 Electrostatics

The electrostatic energy is calculated using the Debye-Hückel screened electrostatic potential, which
is given by:

UDH(qi, qj , ri,j) =
qiqj

4πε0εri,j
exp(−κri,j), (17)

where qi, qj are the charges on the two beads, ri,j the distance between the two beads, ε the dielectric
constant, and κ the inverse Debye length.

Electrostatic energies are calculated for all pairs not connected by virtual bonds. For the DNA
– nucleosome core interaction, we use a cut off distance of 25 nm, and for all the other type of
interactions, we use a cut off distance of 7 nm.

Linker DNA – Nucleosome Core The electrostatic energy between linker DNA and nucleosome
cores is calculated using the charge on the linker DNA beads and the 300 charge beads on the
nucleosome cores as follows:

EC =

N∑
j>i+1
i,j∈Il

UDH(qi, qj , ri,j) +

N∑
j>i+1
i∈Il
j∈Ic

Nc∑
k=1

UDH(qi, qjk, ri,jk) +

N∑
j>i

i,j∈Ic

Nc∑
k=1

Nc∑
l=1

UDH(qik, qjl, rik,jl). (18)

Here, Nc is the number of charge beads on the nucleosome cores. The first, second, and third
term correspond to the interaction between linker DNA beads, interaction between linker DNA
beads and nucleosome cores, and the interaction between nucleosome cores, respectively.

Histone Tails

Histone Tails – Histone Tails The electrostatic energy for tails is calculated between the
beads from different tails or the non-adjacent beads from the same tail as follows:

EtC =

Nt∑
i=1

j>i+2
i,j∈ta

UDH(qi, qj , ri,j) +

Nt∑
i=1
j=1

i,j∈ta,tb

UDH(qi, qj , ri,j) (19)
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Histone Tails – Linker DNA The electrostatic energy is calculated between all histone tail
beads and all linker DNA beads as follows:

EtlC =

N∑
i∈Il

Nt∑
j∈It

Nj∑
k=1

UDH(qi, qj , ri,j) (20)

Linker Histone

Linker Histone – Linker Histone The electrostatic energy is calculated between the beads
from different LHs as follows:

ElhC =

Nlh∑
i=1

Ni∑
j=1

Nlh∑
k ̸=i

Nk∑
l=1

UDH(qj , ql, rj,k) (21)

Linker Histone – Linker DNA The electrostatic energy is calculated between all LH beads
and all linker DNA beads as follows:

ElhlC =

N∑
i=1

Nlh∑
j=1

Nj∑
k=1

UDH(qi, qk, ri,j) (22)

Linker Histone – Nucleosome Core The electrostatic energy is calculated between all LH
beads and the charged beads on non-parental nucleosome cores as follows:

ElhcC =

Nlh∑
i=1
i∈Ica

Ni∑
j=1

Nc∑
k=1
k/∈Ica

UDH(qj , qk, ri,j) (23)

Linker Histone – Histone Tail The electrostatic energy is calculated between all LH beads
and all histone-tail beads as follows:

ElhtC =

Nt∑
i=1

Ni∑
j=1

Nlh∑
k=1

Nk∑
l=1

UDH(qj , ql, ri,j) (24)

3.5 Excluded Volume

The excluded volume energy is calculated using the Lennard-Jones potential given by:

ULJ(σ, kev, ri,j) = kev

[( σ

ri,j

)12

−
( σ

ri,j

)6]
, (25)

where kev is the excluded volume interaction energy parameter, and σ is the effective diameter of
the two interacting beads.

We use a cutoff distance of 4 nm to calculate excluded volume energies between linker DNA -
linker DNA, linker DNA - nucleosome cores, histone tails - histone tails, histone tails - linker DNA,
linker histone - linker histone, linker histone - linker DNA, linker histone - nucleosome cores, and
linker histone - histone tails.

Linker DNA – Nucleosome Core There are two types of excluded volume interactions, the
interaction between linker DNA and nucleosome cores, and the interaction between different nucle-
osome cores. The excluded volume is given by:

EV =

N∑
j>i+1
i∈Il
j∈Ic

Nc∑
k=1

ULJ(σlc, kev, ri,jk) +

N∑
j>i

i,j∈Ic

Nc∑
k=1

Nc∑
l=1

ULJ(σcc, kev, rik,jl) (26)

Here, kev = 0.001kBT , σlc = 2.4 nm, and σcc = 1.2 nm.
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Histone Tails

Histone Tails – Histone Tails The excluded volume energy for tails is calculated between
the beads from different tails or the non-adjacent beads from the same tail as follows:

EtV =

Nt∑
i=1

j>i+2
i,j∈ta

ULJ(σ, kev, ri,j) +

Nt∑
i=1
j=1

i,j∈ta,tb

ULJ(σ, kev, ri,j) (27)

Histone Tails – Linker DNA The excluded volume energy is calculated between all histone
tails beads and all linker DNA beads as follows:

EtlV =

N∑
i∈Il

Nt∑
j∈It

Nj∑
k=1

ULJ(σ, kev, ri,k) (28)

Linker Histone

Linker Histone – Linker Histone The excluded volume energy is calculated between the
beads from different LHs and non-adjacent beads on the same LH as follows:

ElhV =

Nlh∑
i=1

Ni∑
j=1

Nlh∑
k ̸=i

Nk∑
l=1

ULJ(σ, kev, rj,l) +

Nlh∑
i=1

Ni−2∑
j=1

Ni∑
k=i+2

ULJ(σ, kev, rj,k) (29)

Linker Histone – Linker DNA The excluded volume energy is calculated between all LH
beads and all linker DNA beads as follows:

ElhlV =

N∑
i=1

Nlh∑
j=1

Nj∑
k=1

ULJ(σ, kev, ri,k) (30)

Linker Histone – Nucleosome Core The excluded volume energy is calculated between the
beads on the LH and the charge beads on the non-attached nucleosome cores as follows:

ElhcV =

Nlh∑
i=1
i∈Ica

Ni∑
j=1

Nc∑
k=1
k/∈Ica

ULJ(σ, kev, ri,k) (31)

Linker Histone – Histone Tail The excluded volume energy is calculated between all LH
beads and all histone tails beads as follows:

ElhtV =

Nt∑
i=1

Ni∑
j=1

Nlh∑
k=1

Nk∑
l=1

ULJ(σ, kev, rj,l) (32)
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Table 3: Linker histone parameters for the electrostatic and excluded volume energy terms

charge kevhh
kevhc

kevhl
kevht

Global Head
1 -3.29 1.4360 1.7134 2.2180 1.6180
2 4.22 1.4720 1.7368 2.2360 1.6360
3 8.48 1.4460 1.7199 2.2230 1.6230
4 0.28 1.5380 1.7797 2.2690 1.6690
5 2.08 1.6180 1.8317 2.3090 1.7090
6 3.27 1.5280 1.7732 2.2640 1.6640

C-term
1 3.36 1.8000 1.8000 2.7000 1.8000
2 0.00 1.8000 1.8000 2.7000 1.8000
3 5.04 1.8000 1.8000 2.7000 1.8000
4 1.68 1.8000 1.8000 2.7000 1.8000
5 3.36 1.8000 1.8000 2.7000 1.8000
6 3.36 1.8000 1.8000 2.7000 1.8000
7 3.36 1.8000 1.8000 2.7000 1.8000
8 1.68 1.8000 1.8000 2.7000 1.8000
9 5.04 1.8000 1.8000 2.7000 1.8000
10 3.36 1.8000 1.8000 2.7000 1.8000
11 3.36 1.8000 1.8000 2.7000 1.8000
12 1.68 1.8000 1.8000 2.7000 1.8000
13 3.36 1.8000 1.8000 2.7000 1.8000
14 5.04 1.8000 1.8000 2.7000 1.8000
15 5.04 1.8000 1.8000 2.7000 1.8000
16 1.68 1.8000 1.8000 2.7000 1.8000
17 3.36 1.8000 1.8000 2.7000 1.8000
18 3.36 1.8000 1.8000 2.7000 1.8000
19 3.36 1.8000 1.8000 2.7000 1.8000
20 3.36 1.8000 1.8000 2.7000 1.8000
21 5.04 1.8000 1.8000 2.7000 1.8000
22 5.04 1.8000 1.8000 2.7000 1.8000

4 Force and Torque

4.1 Force

The force F on the system is defined as the negative gradient with respect to the position vector
collection:

F = −∇rE, (33)

where E is the sum of all the interaction energies, and each component of the force Fi = −∇riE.
Following are the details on how each force term is calculated.

Stretching For each bond i, the magnitude of stretching force is calculated by the derivative of
Equation 6:

FSi = h(li − l0). (34)

Let Ba and Bb be the two DNA beads connected by bond i, and the direction pointing from Ba

to Bb be r⃗ab, then the forces applied to the DNA beads are FBa = FSi

r⃗ab

|r⃗ab| and FBb
= −FSi

r⃗ab

|r⃗ab|
(Figure 4).

Bending For each β, the magnitude of bending force is calculated by the derivative of Equation 10:

FBi
= g(βi − β0) (35)
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Similar to the stretching force, after calculating FBi , we calculate the projection along each pair
of DNA beads, and then the force applied on each bead. Instead of two beads involved in stretching,
there are three beads involved in bending (Figure 4).

Twisting The twisting force, which describes the change in the torsions (αi−2+γi−2), (αi−1+γi−1),
and (αi + γi) created by a change in the position of the ith particle, is defined similarly as we did
before [1]:

FT =
s

l0
(χi + ξi − χi−1 − ξi−1), (36)

where the vectors χi and ξi are given by:

χi =
(αi + γi)

li
tan

βi

2
(cosαic⃗i − sinαi⃗bi) (37)

ξi =
(αi−1 + γi−1)

li
tan

βi−1

2
(cos γi−1c⃗i + sin γi−1⃗bi) (38)

Electrostatics For each pair of beads i, j, the electrostatic force is calculated by the derivative of
Equation 17:

FC = −qiqj(κri,j + 1)

4πε0εr2i,j
exp(−κri,j) (39)

Similar to the stretching force, we calculate the projections and apply the force to the two beads
affected (Figure 4).

Exclude Volume For each pair of beads i, j, the exclude volume force is calculated by the deriva-
tive of Equation 25:

FV = kev

[6σ6

r7i,j
− 12σ12

r13i,j

]
(40)

Similar to the stretching force, we calculate the projections and apply the force to the two beads
affected (Figure 4).

4.2 Force Projection

As mentioned above, the forces are projected onto two or three beads. Below, we give the details of
force projection:

Force projection onto two beads As shown in Figure 4a, the force vector is calculated as:

Fi = F
rij
|rij |

Fj = F
rji
|rji|

(41)

Force projection onto three beads As shown in Figure 4b, the force vector is calculated as:

Fi =
F

|ri,i+1|
ri+1,i × (ri+1,i × ri+1,i+2)

|ri+1,i × (ri+1,i × ri+1,i+2)|

Fi+2 =
F

|ri+1,i+2|
ri+2,i+1 × (ri+1,i × ri+1,i+2)

|ri+2,i+1 × (ri+1,i × ri+1,i+2)|
Fi+1 = −Fi − Fi+2

(42)
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Figure 4: Force projection after calculating the magnitude of the forces. a). Force projection onto
two beads, which is used in the case of stretching, electrostatics, and excluded volume forces. b)
Force projection onto three beads, which is used in the case of bending force.

4.3 Torque

There are two types of torques applied during the simulation: torques due to the forces and me-
chanical torques due to the twisting potential in Equation 15.

Torque due to force The torques due to the forces are calculated by the equation:

τ = r× F, (43)

where r is the positional vector away from the center, and F is the force vector calculated above.
Note that linker DNA, histone tails, and linker histones are represented only by beads so that there
is no torque due to forces applied on them. For nucleosome cores, the torques are generated by
the two imaginary points when calculating stretching, bending, and twisting forces, and by the 300
charge beads when calculating electrostatics and excluded volume forces.

Mechanical torque The mechanical torques for linker DNA are due to the twisting potential and
are only applied in the longitudinal direction a, given by:

τi = − s

l0
(αi + γi − αi−1 − γi−1), (44)

Besides the torque acting in direction a, there are also torques in directions b and c acting on
nucleosome cores. Thus, the total torque for nucleosome cores can be written as:

τi = τFi + τBi + τTi , (45)

where τFi is the torque due to forces, τBi the torque due to bending potential, and τTi the torque
due to twisting potential.

4.4 Testing

We have tested the correctness of the derivatives by checking the ratio of the Taylor expansion
described below:
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A Taylor series expansion for a multivariate function E at xk + p, where p is the displacement
vector:

E(xk + p) ≈ E(xk) + gT
k p+

1

2
pTHkp. (46)

where xk is the current approximation to the solution vector x∗, and gk and Hk are the gradient
and Hessian evaluated at xk respectively.

For p = εY, with Y is a random perturbation vector and ε is a scalar, we have:

E(xk + εY) = E(xk) + εgT
kY+

ε2

2
YTHkY+O(ε3). (47)

If only the gradient is tested, we have:

E(xk + εY) = E(xk) + εgT
kY+O(ε2). (48)

When we divide ε by 2, we have:

E
(
xk +

ε

2
Y
)
= E(xk) +

ε

2
gT
kY+O

((ε
2

)2)
. (49)

Then, the ratio tested is O(ε2)/O(( ε2 )
2) = 4.

We divide ε by 2 at every step and test if indeed our truncation errors decrease with the expected
rate (i.e., for a correct gradient, if the error corresponding to ε is E1, then the error for ε/2 should
be E1/4).

The following table shows that with decreasing ε, the ratio becomes closer to 4, supporting that
the analytical solutions for the forces are correct.

Table 4: Ratio with decreasing ε

Ratio ε
21499.5 0.5
4.20064 0.25
4.10839 0.125
4.05615 0.0625
4.02855 0.03125
4.0144 0.015625
4.00723 0.0078125
4.00362 0.00390625
4.00181 0.00195312
4.00091 0.000976562
4.00045 0.000488281
4.00023 0.000244141
4.0001 0.00012207
4.00002 6.10352× 10−5

4.00001 3.05176× 10−5

5 Hydrodynamic Interactions

5.1 Translational hydrodynamics

In Brownian dynamics, the movements of the particles of the chromatin system are coupled to one
another through the action of the viscous medium. The hydrodynamic friction tensor, H, is then
introduced to approximate this viscous coupling. The diffusion tensor D is proportional to H in
Brownian dynamics algorithm with D = kBTH.

For an N-bead system, D is a 3N × 3N matrix:

D =


D11 D12 . . . D1N

D21 D22 . . . D2N

...
...

...
DN1 DN2 . . . DNN

 , (50)
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where each Dij is a 3× 3 matrix for the interaction between beadi and beadj .
There are two types of diffusion tensors introduced in [11], the Oseen and Rotne-Prager tensors.

Our approach uses the Rotne-Prager tensor because in the BD simulation the diffusion tensor needs
to be a positive definite matrix to apply the Cholesky decomposition. The Oseen tensor becomes
non-positive definite when the separation between the particles is small. The Rotne-Prager tensor
is given by:

Dij =

{ kBT
6πηai

I, for i = j

kBT
8πηri,j

[(
I+

ri,jri,j
r2i,j

)
+

(a2
i+a2

j )

r2i,j

(
1
3I−

ri,jri,j
r2i,j

)]
, for i ̸= j

}
, (51)

where η is the solvent viscosity and a is the sphere radius of the particles.
The above formula is for the two non-overlapping particles, i, j. For overlapping particles, we

use:

Dij =
kBT

6πηaeff

[(
1− 9

32

ri,j
aeff

)
I+

3

32

ri,jri,j
aeffri,j

]
. (52)

Here aeff =
√

a2i + a2j , which has been proven for ai = aj [16], and has been proposed for ai ̸=
aj [13, 17].

All the particles (including nucleosome cores) are treated as spheres for hydrodynamic interac-
tions purposes. The choice of radius for linker DNA, nucleosome cores, histone tails and LHs are
1.5 nm, 5.0 nm, 0.6 nm, and 0.5 nm, respectively. The radius of the core (acore) is based on the
diffusion coefficient D measured in [18], and use the relation of D = kBT/6πηacore. This radius
choice of the core bead is nearly equal to the volume of a disk of radius 6 nm and width 5nm. The
radius for other beads (DNA, tails, LHs) are based on our touching-bead model, and the values are

calculated by ax =
length of stringx

2× number of beads
, (x = DNA, tail, LH).

5.2 Rotational hydrodynamics

Since we only calculate torque for the linker DNA and nucleosome cores, the rotational friction is
only applied to these beads. The rotational frictional coefficients adopted from [1] can be expressed
as:

ξai = ξbi = ξci = 8πηa3core (53)

for nucleosome cores, and

ξai
= 8πηa3DNA (54)

for linker DNA, since DNA beads only rotate about the ai axis.

6 Brownian Dynamics Algorithm

A commonly used Brownian Dynamics algorithm was first proposed in 1978 [11] based on the
Langevin equation, then improved in 1989 [19] with second-order algorithm based on the Runge-
Kutta method to overcome the issue of inefficient procedure and unstable numerical behaviour intro-
duced by the first-order approximation when the time step is small. In 2001, Beard and Schlick [1]
further modified the second-order BD algorithm and this is adopted in this paper.

6.1 First-order estimate

6.1.1 translation

The first-order translational update (at nth step) is given by:

rn+1,∗ = rn +
∆t

kBT
D(rn)Fn +Rn (55)

where r is the position vector, ∆t is the time step, kB is the Boltzmann’s constant, T is the absolute
temperature, D is the diffusion tensor, F is the force, and R is the stochastic random force, which
is a Gaussian distributed random vector with zero mean and covariance of:
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〈
Rn(∆t)(Rm(∆t))T

〉
= 2Dn∆tδnm (56)

6.1.2 rotation

The first-order rotational update (at nth step) is given by:

∆Ωn,∗
ai

=
∆t

ξai

(τnai
+ ωn

ai
)

∆Ωn,∗
bi

=
∆t

ξbi
(τnbi + ωn

bi
)

∆Ωn,∗
ci =

∆t

ξci
(τnci + ωn

ci)

(57)

where {∆Ωn,∗
ai

,∆Ωn,∗
bi

,∆Ωn,∗
ci } is the finite rotation of the ith particle about its local coordinate

system {ani ,b
n
i , c

n
i }, τ is the torque, ξai,bi,ci is the rotational friction coefficient, and ωi is the

stochastic terms, with zero mean Gaussian distributions and variance of:〈
ωn
ai
(∆t)ωm

ai
(∆t)

〉
= 2kBTξai

δnm〈
ωn
bi
(∆t)ωm

bi
(∆t)

〉
= 2kBTξbiδnm〈

ωn
ci(∆t)ωm

ci (∆t)
〉
= 2kBTξciδnm

(58)

where δnm is the Kroneker delta.
By applying the rotation matrix ∆Ωn,∗

i calculated above to the Euler frames {an
i , b

n
i , c

n
i } at nth

step, we can obtain the first-order estimate of the Euler frames {an+1,∗
i , bn+1,∗

i , cn+1,∗
i }. With the

rotation only applying to nucleosome cores and the ai axes of the linker DNAs.

6.2 Second-order estimate

With first-order estimate of the translation and rotation at time (n+ 1)∆t (∆rn,∗ and ∆Ωn,∗
i ), we

calculate the forces Fn+1,∗ and torques τn+1,∗
i at the end of n + 1 time step based on rn+1,∗ and

{an+1,∗
i , bn+1,∗

i , cn+1,∗
i }, then use them to construct an explicit second-order update.

6.2.1 translation

The second-order translational update (at nth step) is given by:

rn+1 = rn +
∆t

2kBT
D(rn)(Fn + Fn+1,∗) +Rn (59)

6.2.2 rotation

The second-order rotational update (at nth step) is given by:

∆Ωn
ai

=
∆t

ξai

((τnai
+ τn+1,∗

ai
)/2 + ωn

ai
)

∆Ωn
bi
=

∆t

ξbi
((τnbi + τn+1,∗

bi
)/2 + ωn

bi
)

∆Ωn
ci =

∆t

ξci
((τnci + τn+1,∗

ci )/2 + ωn
ci)

(60)

6.3 Cholesky decomposition

The Cholesky approach is used to compute R to satisfy the proprieties of Eq. (56). The Cholesky
decomposition of the diffusion tensor D is determined by D = LLT , where L is a lower triangular
matrix and each element in L is given by:

lij =

 (Dii −
∑i−1

k=1 l
2
ik)

1
2 , if i = j

(Dij −
∑j−1

k=1 likljk)/sjj , if i > j
0, if i < j

 , (61)
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7 Summary of parameters used in the simulations

We adopt parameters mainly from previous works in Schlick’s lab [1, 13] and unified the units. Below
is a summary of the parameters used in our program.

Table 5: Parameters used in the BD simulation

Parameter Description Value
T Temperature 293.15 K
∆t time step 10−12 s
kB Boltzmann constant 1.380649× 10−5 (nm2 · kg)/(s2 ·K)
η viscosity of the surrounding fluid 1.137076× 10−12 kg/(nm · s)

acore hydrodynamic radius of the core 5.0 nm
aDNA hydrodynamic radius of DNA 1.2 nm
ξcore rotational frictional coefficient of the core 8πηd3core
ξDNA rotational frictional coefficient of DNA 8πηa3DNA

l0 Equilibrium segment length 3.0 nm
r0 Radius of wound DNA supercoil 4.8 nm
2ω0 Width of wound DNA supercoil 3.6 nm
h DNA Stretching constant 100kBT/l

2
0

g DNA Bending constant 50kBT/l0 (without Mg) or 30kBT/l0 (with Mg)
C DNA Twisting constant 72.429kBT/l0
ke Electrostatics parameter 0.4151kBT
kex Excluded volume parameter 0.001kBT

σDNA−DNA DNA-DNA excluded volume distance 3.6 nm
σDNA−Core DNA-Core excluded volume distance 2.4 nm
σCore−Core Core-Core excluded volume distance 1.2 nm
σTail−Tail Tail-Tail excluded volume distance 1.8 nm
σTail−DNA Tail-DNA excluded volume distance 2.7 nm
σTail−Core Tail-Core excluded volume distance 1.8 nm
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[19] A. Iniesta and J. Garćıa De La Torre, “A second-order algorithm for the simulation of the
Brownian dynamics of macromolecular models,” J. Chem. Phys., vol. 92, no. 3, pp. 2015–2018,
1990.

17


	Brownian dynamics simulations of mesoscale chromatin fibers
	Introduction
	Materials and methods
	Chromatin mesoscale model
	Simulation
	Diffusion tensor
	CUDA application

	Implementation

	Results and discussion
	Performance
	Validation
	Translational diffusion coefficient of nucleosomes
	Salt-dependent chromatin folding
	Salt, Mg2+, and LH roles in chromatin compaction
	Role of LH in chromatin transitions
	Role of histone tails in chromatin folding

	Summary and outlook
	Data availability
	Supporting material
	Author contributions
	Acknowledgments
	Declaration of interests
	References


