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Supporting Information Text12

This supporting document provides additional information on (1.) Carbon-Cement Material and Electrode Design; (2.) Texture13

analysis using a correlative EDS–Raman spectroscopy approach to map the carbon network for spatial correlation analysis;14

(3.) Derivations of the steady-state solutions for cyclic voltammetry (CV) and galvanostatic charge-discharge (GCD); and (4.)15

Dimensional analysis and scaling of energy storage and rate. All experimentally acquired and/or extracted results are also16

included in this supporting information document.17
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1. Carbon-Cement Materials and Electrodes44

A. Sample Preparation. Materials were prepared as a dry mix of Portland cement powder (C) and nano-carbon black (nCB),45

at defined nCB-to-C (nCB/C) mass ratios. Water was then combined with the superplasticizer (a polynaphthalene sulfonate46

(PNS)-based HRWRA (high-range water-reducing admixture)) under continuous stirring to obtain a target Water-to-Cement47

(W/C) mass ratio. The specific quantity of PNS included in the sample preparation was selected based on recommendations48

from previous studies for optimum conductivity (see (1)). The fresh cement-carbon paste was cast into a polycarbonate mold49

of 2.2 cm diameter, which defined the geometric area (A = 3.8 cm2) of the electrodes. The samples were sealed with parafilm50

on both ends and immersed in a lime/water solution during the hydration process. Hardened samples were demolded after at51

least 28 days, following standard concrete engineering protocols. The electrodes were then cut with a slow-speed diamond saw52

to a specified thickness and the surface of the samples was polished with a sequence of SiC papers of decreasing abrasiveness.53

Such prepared samples were used for Energy Dispersive Spectroscopy (EDS), Raman spectroscopy, and micro-indentation54

measurements. For capacitance measurements, the samples, playing the role of electrodes, were additionally saturated in55

an electrolyte solution (1M KCl), and placed in a measurement device (Fig. 2.A in the main text). Selection of KCl as the56

electrolyte was due to its neutral pH, aiming to minimize potential impacts on the cement paste microstructure. By avoiding57

the use of acidic solutions and instead opting for KCl, the electrolyte was both effective for its intended application, while58

simultaneously ensuring compatibility with the cement paste. Additionally, KCl is characterized by a relatively high diffusion59

coefficient (see the main text), which is advantageous for our supercapacitor performance.60
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BET (Ar) NLDFT (Ar/CO2)
Sample SBET SNLDFT Sub-nano Micro Meso Peak

m2/g m2/g m2/g m2/g m2/g Å
PBX 55 (2) 52 54 18 27 27 8
Vulcan (3) 241 241 138 188 53 6–7
Ketjen (4) 1,307 1162 404 665 497 7

Table S1. Pore size, volume and surface area measurements of three different carbon blacks, which differ primarily in their specific surface
areas (BET and Non-Local Density Functional Theory (NLDFT) methods were used for the determination of the specific surface areas). The
results were obtained based on Argon adsorption at 87K (for the BET); and Argon adsorption at 87K and CO2 adsorption at 273K using the
dual-fit method developed by Jagiello et al. (5) (for the NLDFT method).

B. Carbon-Cement Electrodes and Constituent Properties. A total of 5 different carbon/cement material formulations were61

designed, mixed and cured to prepare 8 electrodes of different thicknesses. To identify the electrode samples, the following62

electrode naming convention was adopted:63

Type nCB/C (W/C)− Electrode Thickness, d [1]64

where the first three identifiers specify the material (type of carbon black, nCB/C mass ratio (in%), W/C mass ratio),65

whereas the last one defines the total thickness of two electrodes, d. Three different types of nano Carbon Black materials66

(nCB-Material) were investigated:67

• PBX-55 carbon black produced by Cabot Corporation (2).68

• Vulcan XC72 carbon black produced by Cabot Corporation (3).69

• Ketjenblack EC-600JD carbon black produced by Nouryon Corporation (4).70

The three types of carbon black differ in their specific surface areas, which were determined independently by B.E.T. and the71

Non-Local Density Functional Theory (NLDFT) method (5) of powder analysis (Tab. S1). More specifically, while all carbon72

black materials exhibit a pore size peak around 6− 8× 10−10 m (Fig. S1), they differ primarily in their specific surface areas73

(Tab. S1).74

Five different carbon/cement material formulations were designed, mixed and cured for the preparation of eight electrodes75

of different thickness. They can be re-grouped in three categories, listed in Table S2:76

• Three electrode samples to study the effect of the W/C ratio, while maintaining the nCB/W mass ratio constant;77

• Five electrode samples to study the effect of electrode thickness; three made with PBX 55, and two made with Ketjenblack;78

• Three samples to study the effect of the carbon type: PBX 55, Vulcan XC72, Ketjenblack EC-600JD;79

Fig. S1. Pore size distribution of three types of carbon black.
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Sample Name W/C nCB/C CB-Type d/cm C/(g.cm−3) W /(g.cm−3) nCB/(g.cm−3)
Effect of W/C Ratio

PBX 22.4 (0.8) - 0.26 0.8 0.224 PBX 55 (2) 0.26 0.80 0.64 0.18
PBX 16.8 (0.6) - 0.25 0.6 0.168 PBX 55 (2) 0.25 0.98 0.59 0.16
PBX 10.1 (0.42)- 0.25 0.42 0.101 PBX 55 (2) 0.25 1.25 0.52 0.13

Effect of Electrode Thickness
PBX 22.4 (0.8) - 0.18 0.8 0.224 PBX 55 (2) 0.18 0.80 0.64 0.18
PBX 22.4 (0.8) - 0.26 0.8 0.224 PBX 55 (2) 0.26 0.80 0.64 0.18
PBX 22.4 (0.8) - 1.00 0.8 0.224 PBX 55 (2) 1.00 0.80 0.64 0.18
KB 12.8 (1.4) - 0.34 1.4 0.128 Ketjen (4) 0.34 0.56 0.78 0.07
KB 12.8 (1.4) - 0.60 1.4 0.128 Ketjen (4) 0.60 0.56 0.78 0.07

Effect of Type of Carbon Black
PBX 22.4 (0.8) - 0.26 0.8 0.224 PBX 55 (2) 0.26 0.80 0.64 0.18
KB 12.8 (1.4) - 0.34 1.4 0.128 Ketjen (4) 0.34 0.56 0.78 0.07
Vulcan 16 (0.8) - 0.4 0.8 0.160 Vulcan (3) 0.40 0.82 0.66 0.13

Table S2. List of electrode samples and mix design: W/C = Water-to-Cement mass ratio, nCB/C = nanocarbon black -to- cement mass
ratio. d is the thickness of two electrodes. The ‘effective’ mass density of cement (C), water (W ) and carbon black (nCB) was determined
considering the mass density values of cement, ρCEM = 3.15 g.cm−3, and carbon black, ρC = 1.7 g.cm−3.

C. Microindentation. For mechanical analysis, instrumented microindentation was employed (Anton Paar Instruments). All80

tests were carried out with a Berkovich diamond tip. Microindentation tests were performed on samples PBX 10.1 (0.42),81

PBX 16.8 (0.6), and PBX 22.4 (0.8). Tests were operated to a maximum indentation force of P = 20 N on polished samples,82

following standard procedures of surface preparation for indentation analysis (6). The hardness, H = P/A, was determined83

from the maximum load divided by the contact area estimated by the Oliver-Pharr method (7). A total of 10 tests per sample84

were performed, providing mean values of H = 0.43, 0.21 and 0.11 GPa for samples prepared with increasing W/C-ratio of 0.42,85

0.6 and 0.8, and the standard deviation was smaller than 10% of the mean value. These values are displayed in Fig. 2.F in the86

main text, and fit to a dimensionless power function:87

H

H0
=
(

1 + ρcemW/C

1 + ρcem(W/C)0

)γ
[2]88

where ρcem = 3.15 is the specific mass density of cement; and H0 is the hardness of the material prepared at W/C = 0.42. The89

exponent obtained by the fit is γ = 3.28, consistent with values of strength scaling reported in the cement literature (see e.g.90

(8)).91

2. Texture Analysis92

In this section, we provide details regarding the texture analysis of the nCB particle network by applying the two-point93

correlation function, S2(r), to images of the nCB network generated by our correlative EDS-Raman spectroscopy approach.94

The technique is first presented, and the application of the two-point correlation function is shown thereafter.95

A. Correlative High Vacuum EDS–Raman Spectroscopy. The nCB network was visualized by combining Energy Dispersive96

Spectroscopy (EDS) with Confocal Raman Microscopy (CRM) techniques. The coupling of these two different techniques aims97

at leveraging the advantage of each method. Namely:98

Fig. S2. Raman spectroscopy: (A.) phase maps of the reference (W/C=0.80) and carbon-cement samples, (B.) Raman spectra of main phases: C-S-H, clinker (C3S, C2S),
portlandite (CH) and nano-carbon black (nCB).
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Fig. S3. Carbon content comparison between a reference sample (without nCB particles) and an electrode (carbon-cement system): (A.),(D.) quantification map (QMap) of
carbon (based on EDS data), (B.),(E.) probability density function (PDF) of carbon intensity, (C.),(F.) heat map of carbon, and (G.) segmented nCB particles based on Raman
spectroscopy. Carbon content is presented in atomic %.

• EDS is a scanning electron microscopy-based technique that is routinely used to analyze and map the elemental distribution99

of a specimen’s surface. Due to its high resolution, it is extremely useful in the elemental mapping of cementitious100

materials (9). However, due to the intrinsic complexity of the microstructure of cementitious materials, the identification101

of the different phases is still a challenge. Therefore, coupling EDS with other techniques, e.g. Raman spectroscopy, can102

be very useful for phase identification, especially in the case of a complex mixtures, such as the cement system with nCB103

particles investigated herein.104

• Raman spectroscopy is a vibrational spectroscopy technique that is commonly used in the characterization of a variety of105

materials, including cementitious composites (10) and nCB particles (11). The technique is based on the interaction of106

monochromatic laser light with the electron clouds of the molecules in the sample which can provide detailed information107

about the vibrational modes of the investigated material. Raman spectroscopy has proven to be an excellent tool108

for mapping the spatial distribution of amorphous and crystalline phases of cementitious composite with a submicron109

resolution (10). This technique can also provide a wealth of information that is crucial for understanding the structure110

and properties of nCB particles. For example, it can be used to determine the degree of order and disorder in the carbon111

structure based on the Raman spectra features, e.g., on the characteristics of the pair of bands at ∼ 1360 cm−1 and112

∼ 1580 cm−1 referred to in the literature as the D and G bands, respectively (12). The presence of the D band is assigned113

to structural defects, and it has been shown that the intensity of the D band relative to that of the G band increases114

with the amount of disorder. As a result, the intensity ratio, ID/IG, has often been used to characterize the average115

crystal planar domain size La (13, 14).116

A.1. Data Acquisition. Sample surfaces were polished prior to testing using a sequence of polishing pads with reduced abrasiveness.117

Silicon carbide grinding papers were first employed with a grit of P2500 and P4000, followed by aluminum oxide discs with a118

particle size of 3 µm and 1 µm.119

In this work, we first acquired EDS mapping data from the different electrode materials using a Vega3 XMU (Tescan,120

Czech Republic) scanning electron microscope. For this purpose, the high vacuum mode and 15 keV accelerating voltage were121

employed. EDS elemental composition maps (240×240 µm, resolution of 0.468 µm/px) were acquired with a Bruker XFlash122

630 silicon drift detector with an acquisition time of 7 hours to ensure a minimum of 3,000 counts per pixel. Collected EDS123

data were quantified with the Bruker Esprit 2.1 software with PB Linemarker-ZAF correction. As a result, quantification maps124

(QMaps), expressed in atomic %, of carbon and other relevant elements (Ca, Si, Al, Fe, Mg, K, Te, and Na) were obtained.125

Second, Raman spectra were collected with a CRM system (Alpha 300RA; WITec, Germany) utilizing a Nd:YAG laser (λ =126

532 nm) and a 50× Zeiss objective. The excitation wavelength was calibrated using a silicon wafer standard. Raman maps of127

the same electrode samples used for the EDS analysis were collected over a 200×200 µm size region (resolution of 1 µm/px).128

The maps were acquired with a continuous laser beam and an accumulation time of 0.23 s per point. WITec Project 5 and129

Matlab software were used for data analysis and visualization. The software’s built-in k-means clustering function was used to130

identify the component spectra of each scan (see Fig. S2).131

Third, EDS maps were overlapped with Raman maps in order to improve phase identification. For this purpose, Matlab132

software was utilized. To match the Raman phase maps of the nCB phase with the EDS maps of carbon content (with the133
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precision of < 1µm), a shift in x and y directions as well as rotation angle were established based on semi-automatic procedure134

using characteristic features of the images, e.g., unhydrated clinker inclusions.135

This three-step procedure was applied to the five electrode materials investigated in this study (PBX 10.1 (0.42), PBX 16.8136

(0.60), PBX 22.4 (0.80), Vulcan 16.0 (0.80), and KB 12.8 (1.40), see Tab. S2), as well as to a pure cement-based reference137

sample prepared at W/C=0.80 (without nCB).138

Furthermore, Raman spectra were also acquired from pure nCB powders (PBX-55, Vulcan XC72, and Ketjenblack EC-600JD,139

see Tab. S1) placed on glass microscope slides. Specifically, after background removal, Gaussian distribution functions were140

fitted to the spectra (Fig. S4) to evaluate the D -to- G band intensity ratio, ID/IG, based on the integrated areas. This approach141

allowed us to characterize the average crystal planar domain size La (size of the graphitic coherent domains perpendicular to142

the c-axis) using the relation formulated by Knight and White (15) and based on the work of Tuinstra and Koenig (11) (with143

the coefficient 4.4 for the green laser):144

La = 4.4
ID/IG

[3]145

La for the three carbon black powders employed in this study are as follows: 4.38 nm (PBX-55), 2.60 nm (Vulcan XC72), and146

2.73 nm (Ketjenblack EC-600JD). It is worth noting that the used formula is a first approximation of the La (16, 17) and can147

only be used for well ordered carbon materials with La >2 nm. The obtained Raman spectra and their characteristics for148

nCB used in this study are very similar to those obtained from activated charcoal reported in (11) or (15). Also, the 60-70%149

higher ID/IG ratios for Vulcan and Ketjenblack nCB demonstrate their more disordered structure when compared to PBX150

nCB. Finally, the fact that the ID/IG ratio of the pure nCB powder (Fig. S4) match the one of nCB incorporated in the151

cementitious matrix (Fig. S2B and Fig. 1A in the main manuscript) provides evidence of the non-reactivity of carbon black in152

the alkaline environment of cement-based materials.153

A.2. Mapping the Low- and High-Density Carbon Network. The correlative EDS–Raman approach provides us with a phase map of154

∼0.5 µm/px resolution. At this scale, nCB (characterized by a size of < 100 nm) is intermixed with C-S-H and other hydration155

products. The intermixed particles of nCB can be identified in regions with a high concentration of carbon on the EDS maps.156

However, in order to obtain information regarding the nCB network structure, the background carbon content must first be157

subtracted. This background carbon content is obtained from a carbon map of the reference sample without nCB particles158

(Fig. S3A). This background carbon signal likely originates from the carbonation of hydration products following reaction with159

atmospheric CO2 during sample preparation. From the probability density function (PDF) of carbon content for the reference160

sample shown in Fig. S3B it is found that the background carbon consists of two clusters, one below 10% and one in the161

range 10− 20%. These two families could be caused by, among other factors, different carbonation kinetics of various cement162

phases. Compared to this background carbon, the electrode samples additionally contain a clear third family of carbon content163

exceeding 20% and reaching up to 60%, see Figs. S3.D-E. This family represents the nCB phase (nCB particles intermixed164

with hydration products at the observed resolution). To characterize this nCB phase, we processed the data using a two-step165

procedure: First, a Gaussian mixture fit of the carbon concentration was performed using the cumulative distribution function166

(CDF)-based approach in which the difference between the experimental CDF and the model CDF was minimized to identify167

the different phases (see e.g. (18)). Second, the identified clusters were mapped and confirmed from Raman maps obtained168

from the nCB particles (Fig. S3G) based on their characteristic Raman spectra (peaks in the range of 1200-1700 cm−1), shown169

in Fig. S2B. Specifically, we confirmed that this nCB phase exhibited the same ID/IG-ratio as the pure nCB powder (Fig. 1.A170

in main text).171

After removal of the background carbon (note that the subtraction process was applied uniformly to all phases, without172

differentiation based on their calcium content or carbonation susceptibility) in the high-vacuum EDS carbon maps, the heat173

map of the in-situ nCB phase in the electrode sample showed that the carbon concentration was not uniform, but rather174

exhibited a high variability with spots of high carbon concentration connected by strings of carbon of lower concentration175

(Fig. S3F). This variability in carbon content is most likely not related to a variability in physical density of the nCB particles,176

Fig. S4. Raman spectra of investigated nCB powders: PBX-55, Vulcan XC72, and Ketjenblack EC-600JD.
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Fig. S5. Segmented maps of low- and high-density nCB phases for all investigated samples: PBX 10.1 (0.42), PBX 16.8 (0.60), PBX 22.4 (0.80), Vulcan 16.0 (0.80), and KB
12.8 (1.40).

but rather to the organization of nCB particles in the form of a connected carbon network. To capture this variability in our177

texture analysis, we separate the nCB phase into a low-density (LD) and a high-density (HD) carbon phase, using as threshold178

the mean value of the carbon concentration obtained by a Gaussian mixture fit (see Fig. 1.C in main text). The segmented179

LD- and HD- nCB phases for all investigated samples are displayed in Fig. S5.180

B. Two-Point Correlation Function. For texture analysis of the nCB network, we assumed statistical isotropy, and used the181

two-point correlation function to spatially correlate two points of the nCB network by their distance r = |ri − rj | (19):182

S2(r = |ri − rj |) = 〈I(ri) I(rj)〉 [4]183

where I(ri) is the indicator function: I(ri) = 1 if ri ∈ C, and I(ri) = 0 otherwise, with C being the domain under consideration184

(here, the previously identified low-density or high-density nCB phase, as shown in Fig. S5). The two-point correlation function185

provides access to a number of important texture parameters, including the phase concentration (20, 21):186

φi = S2(r = 0) [5]187

the mean chord length:188

`i = 〈zp(z)〉 = − φi
S′2(0) ; S′2(0) = dS2

dr |r=0 [6]189

and the (texture) specific surface (of dimension L−1):190

si = −πS′2(0) [7]191

where subscript i = LD,HD refers to the LD or HD carbon phase, p(z) is the chord length probability distribution, and S′2(0)192

is the slope of S2(r) at the origin.193

The S2(r) function was implemented for binary images (512 × 512 px) of the LD- and HD-nCB phase obtained from194

correlated high-vacuum EDS-Raman maps on the 240×240 µm regions (Fig. S5). The image size and resolution emerge from195

EDS QMaps of carbon, and the calculation of S2(r) uses the algorithm proposed by Yeong and Torquato (22). This algorithm196

samples along two orthogonal directions (the rows and columns of the pixelated image) while respecting periodic boundary197

conditions. Given isotropy, such an approach was found to be more accurate and results in a smoother S2(r) profile compared198

to random sampling (using Monte-Carlo simulations). For statistically isotropic systems, it provides similar results as recent199

developments using fast Fourier transforms (23–25).200

Material Sample φLD φHD `LD `HD

[µm] [µm]
PBX 22.4 (0.80) 0.250 0.241 1.922 3.532
PBX 16.8 (0.60) 0.240 0.302 2.124 4.383
PBX 10.1 (0.42) 0.329 0.368 2.615 4.931
PBX 10.1 (0.42)a 0.326 0.373 2.591 4.998
PBX 10.1 (0.42)b 0.309 0.329 2.499 4.538
KB 12.8 (1.40) 0.381 0.342 3.135 4.583
Vulcan 16.0 (0.80) 0.336 0.342 3.031 5.012
a,b - additional repetitions at different regions

Table S3. Texture properties of carbon network obtained from two-point correlation function, S2(r).

Detailed values of φi and `i for all investigated samples are reported in Table S3, with the following caveats: (1) The201

phase concentrations are representative of the carbon network at the scale of the experimental resolution, and should not be202

interpreted as representing the actual volume fraction of carbon black in the samples. (2) While LD- and HD- nCB phases203

were obtained by separating a Gaussian of carbon content at its mean value, their concentrations φi are not equal. This is due204

to both the noise in background carbon (see Fig. S3E), and the deviation of the actual distribution from the assumed Gaussian205
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distribution. (3) The mean chord length `i is 4 to 10 times greater than the adopted resolution of the binary images, and as206

such, the chord length and any other parameter we derive from it (such as the texture specific surface) is representative of the207

texture of the carbon network at the ∼0.5 µm resolution level. (4) Experimental repeatability was assessed by determining208

S2(r) and the corresponding texture parameters, φi and `i for three different areas of the same sample (PBX 10.1 (0.42); see209

Tab. S3). The low coefficient of variations of 2.7%, 5.5%, 1.9%, and 4.2% for φLD, φHD, `LD, and `HD, respectively, confirm210

the repeatability and statistical isotropy of the nCB-network’s texture.211

3. Capacitance Assessment from Cyclic Voltammetry (CV) and Galvanostatic Charge-Discharge (GCD) Measure-212

ments213

In this section we show the derivation of the analytical solutions we use in order to extract capacitance values from cyclic214

voltammetry (CV) and galvanostatic charge-discharge measurements.215

A. Equivalent R-C Circuit Model. Most quantitative capacitance models are based on an equivalent R-C circuit in which a216

resistor, R, is in series with a capacitor, C (see e.g. (26–29)). The resistor represents the sum of all resistances present217

(interstitial solution and solids), whereas the capacitor is representative of an electric double layer capacitor (EDLC), composed218

of two electrodes saturated by an electrolyte, and separated by an insulator. The two electrodes are connected to an outside219

potential difference, denoted by U , charging one electrode with a positive charge, the other with a negative charge. The220

associated current is denoted by I. We frame the problem in the context of Boltzmann’s integrodifferential equations, and we221

link current I to the potential difference U by means of the convolution integral:222

U(t) =
∫ t

−∞
R(t− t′) dIdt′ dt

′ [8]223

where the kernel, R(t− t′), is the time-dependent resistance function, accessible in a GCD test carried out at constant current224

I(t) = I0. In fact, the Laplace transform of Eq. (8) provides Ohm’s law in Laplace domain, Û(s) = sR̂(s) Î(s), where sR̂ is the225

s-multiplied resistance function in Laplace domain. The solution procedure in Laplace domain is known as ‘correspondence226

principle’, and has a wide-spread use in e.g. linear viscoelasticity problems (30): an Ohm’s solution remains valid in Laplace227

domain provided one replaces resistance by the s-multiplied resistance function. This resistance function is obtained from the228

R-C circuit equations:229

I(t) = C
dUC
dt ; I(t) = 1

R
(U(t)− UC(t)) [9]230

where UC(t) is the part of the total potential difference U stored into the electrodes, resistance R defines the instantaneous231

response, whereas capacitance C characterizes the time-dependent charge storage response. The characteristic time of the232

capacitor is τ = CR. A Laplace transform of Eq. 9 provides:233

Î(s) = sCÛC(s); Î(s) = 1
R

(Û(s)− ÛC(s)) = 1
sR̂(s)

Û(s); sR̂(s) = R
1 + sτ

sτ
; R(t) = R

(
1 + t

τ

)
[10]234

The simple example of the linear equivalent R-C circuit illustrates the ease of use of the framework. It will turn out most235

useful, when considering fractional derivatives. In fact, consider for R(t) the following expression (31):236

R(t) = R

(
1 + 1

Γ1−α

(
t

τ

)−α)
[11]237

where R and τ are constants, and Γx = Γ(x) is the complete Gamma function. Use of Eq. (11) in Eq. (8) provides the fractional238

integral (31):239

U(t) = U+ + Rτα

Γ1−α

∫ t

−∞
(t− t′)−α dI

dt′ dt
′ [12]240

where U+ stands for the voltage after instantaneous charge or discharge, while the second term stands for the non-instantaneous241

part of the potential difference stored into the electrodes, defined by the fractional exponent, α ∈]0, 1]. Hence, expression (12)242

stays true to the serial arrangement of a resistor, providing an instantaneous response, U+, and a capacitor the evolution of243

which is governed by a fractional derivative:244

I(t) = τα

R

dαUC
dtα ; I(t) = 1

R
(U(t)− UC(t)) [13]245
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B. Steady-State Solution for Cyclic Voltammetry (CV). We are interested in the steady state solution when a constant scan246

rate, u = U0/t0, is applied over a charge time t0, from U = 0 to U = U0, and then reversed. To derive an analytical solution,247

we employ the linear rate equation (9). Specifically, the linearity of applied voltage with time suggests a change in variable248

replacing time derivatives in the rate equation (9) by derivatives w.r.t. the voltage U :249

I(t) = C
dUC
dt = C

∂UC
∂U

dU
dt = λ|u|C dUC

dU [14]250

where the applied voltage rate, dU/dt, is a constant; i.e. dU/dt = λ|u| with λ = sign(dU/dt). By combining Eqn. (9) and (14),251

we obtain the governing differential equation:252

I = U − UC = λ

t0

dUC
dU

[15]253

where I = I/(U0/R), U = U/U0 ∈]0, 1[, UC = UC/U0 and t0 = t0/τ are dimensionless expressions of the current, the applied254

potential difference, the capacitance voltage, and the charge–discharge ramp duration, respectively. The solution of this255

differential equation is:256

UC = U − λ

t0
(1− k1 exp(−λt0∆U) [16]257

I = U − UC = λ

t0
(1− k1 exp(−λt0∆U) [17]258

where ∆U is the change in applied voltage with reference to the initial voltage of the charge (U(0, λ = 1) = 0) and discharge259

(U(0, λ = −1) = 1):260

∆U = U − U(0) = U − 1
2(1− λ) [18]261

The integration constant, k1 = k1(n, λ) depends on the charge-discharge cycle, n, and on the sign, λ = sign(dU/dt), and262

remains to be determined from the continuity of the current at the moment of charge-discharge, as well known from earlier263

developments [see Eq. (1) in Ref. (27)], that have been used for a variety of purposes, incl. the determination of the ‘effective’264

surface area for double layer charge storage onto oxide layers (27), the assessment of the ionic resistance in a porous electrode265

(26), and so on. The added value of our general solution will come to light in the subsequent development of the expression of266

k1 for steady-state conditions.267

Consider the first cycle. The initial conditions of the charge phase (λ = 1) are U(0) = UC(0) = I = 0. Hence,268

k1(n = 1, λ = 1) = 1, and therefore (see Eq. [17]):269

I(U) = 1
t0

(
1− exp(−t0U)

)
[19]270

Current continuity at the moment of discharge entails:271

k1(n = 1, λ = −1) = 2− k1(n = 1, λ = 1) exp(−t0)) [20]272

In a similar fashion, continuity of the current between charge-discharge phase of the nth cycle, [i.e., I(n − 1,−1,∆U =273

−1) = I(n, 1,∆U = 0) and I(n, 1,∆U = 1) = I(n,−1,∆U = 0)], entails:274

k1(n, λ = 1) = 2− k1(n− 1, λ = −1) exp(−t0) [21]275

Fig. S6. Current-Voltage (CV) measurements and model fits for different sweep rates u = U0/t0 [Electrode: KB 12.8 (1.4) - 0.34, see Tab. S2].
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276

k1(n, λ = −1) = 2− k1(n, λ = 1) exp(−t0) [22]277

Under steady-state conditions, the integration constants do no more evolve with cyclic loading; that is, k1(n, λ = 1) =278

k1(n− 1, λ = 1) and k1(n, λ = −1) = k1(n− 1, λ = −1). The steady-state condition thus provides a simple closed-form solution279

for the integration constant for charge-discharge:280

k1(n, λ = ±1) = 2(1− exp(−t0))
1− exp(−2t0)

[23]281

with k1(t0 →∞) = 2 and k1(t0 → 0) = 1. That is, Eqn. (16), (17) and (23) provide a convenient way to fit cyclic current–voltage282

(CV) curves carried out at different constant voltage sweep rates u = U0/t0 = U0/(τt0). This is illustrated in Figure S6.283

While the CV-fits work rather well (on-average over the entire voltage sweep), it is common practice to estimate the284

capacitance from the integral of the CV-curve, in form of the so-called integral capacitance [see, for instance, (32)]:285

Cint =
∮
I dU

2uU0
=
∫ U0

0 I dU
uU0

[24]286

where the second expression assumes perfect line symmetry between charge and discharge curve, associated with the absence287

of Faradeic effects; while the third expression We develop expression (24) in the form that permits an evaluation of the link288

between the integral capacitance, Cint, and the RC-circuit capacitance, C = τ/R:289

Cint = C t0

∫ 1

0
I dU = C F(t0); F(t0 = t0/τ) = 1− 1

t0

2(1− exp(−t0))2

1− exp(−2t0)
[25]290

with F(t0 → 0) = 0; F(t0 → ∞) = 1, and a Taylor development around 1/t0 = τ/t0 → 0 in the form F(τ/t0) =291

1− 2τ/t0 +O((τ/t0)2). Therefore, the integral capacitance is found to underestimate the capacitance of the RC-circuit.292

In summary, we possess two means of determining, from CV-curves, the capacitance from fitting the CV curve and its area293

to the steady state solution:294

I = λ

t0

(
1− 2(1− exp(−t0))

1− exp(−2t0)
exp(−λt0∆U)

)
[26]295

Cint

C
= Rt0

∮
IdU

2U2
0

= 1− 1
t0

2(1− exp(−t0))2

1− exp(−2t0)
[27]296

From an algorithmic point of view, we use Eqn. (26) and (27) in a nonlinear least-squares solver:297

min
t0,1/R

[
β

1
N

∑
N

(
Iexp
i − U0

R
I(t0,∆U i)

)2
+ (1− β)

(
[
∮
IdU ]exp

2U0
− U0

R

F(t0)
t0

)2
]

[28]298

Fig. S7. Determination of scan rate dependent Capacitance from CV-Curve fits and CV-area, showing a linear scaling of 1/τ vs. scan rate, and scan rate dependent
conductance, 1/R.[Electrode: KB 12.8 (1.4) - 0.34, see Tab. S2].
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Scan Rate u = U0/t0 in [mV/s] Rate-Independent
Sample Name 20 50 100 200 500 C0/F τ0/s
PBX 22.4(0.8)-0.26 0.1627 0.1614 0.1625 0.1617 0.1608 0.1603 0.1584 0.1573 0.1491 0.1469 0.1634 1.450
PBX 16.8(0.6)-0.25 0.1334 0.1325 0.1318 0.1308 0.1291 0.1276 0.1222 0.1204 0.0979 0.0964 0.1344 2.817
PBX 10.1(0.42)-0.25 0.1079 0.1075 0.1019 0.1005 0.0909 0.0894 0.0721 0.0708 0.0489 0.0482 0.1119 9.743
PBX 22.4(0.8)-0.18 0.1230 0.1199 0.1219 0.1208 0.1217 0.1207 0.1223 0.1205 0.1164 0.1157 0.1214 1.092
PBX 22.4(0.8)-1.00 0.5735 0.5689 0.4364 0.4404 0.3069 0.3252 0.2000 0.2353 0.0920 0.1511 0.6554 21.490
KB 12.8(1.4)-0.34 1.9252 1.9343 1.8197 1.8153 1.6434 1.6386 1.2793 1.3334 0.6785 0.9085 1.9965 5.357
KB 12.8(1.4)-0.60 3.2911 3.3047 2.8033 2.8534 1.9199 2.2737 0.9924 1.6882 0.2885 1.1058 3.5746 14.480
Vulcan 16(0.8)-0.40 0.9361 0.9351 0.8100 0.8093 0.6599 0.6735 0.4667 0.5262 0.2017 0.3611 1.0154 10.582

Table S4. Rate-Dependent Capacitance values, C(u) in units of [F], obtained from CV measurements for different scan rates from respectively
CV area (first value) and CV-curve fit (second value) for tested carbon-cement electrodes. The last two columns present the rate-independent
capacitance C0, and the characteristic time τ0 = C0R corresponding to the maximum energy storage.

where the first term (weighted by β ∈ ]0, 1]) minimizes the difference between the N experimental measurements and the299

model of the CV-curve (with ∆U i = Uexp
i /U0 − 1/2(1 − λ)), whereas the second term (weighted by 1 − β) minimizes the300

integral error. For each scan rate, u = U0/t0, this quadratic minimization provides a value for the conductance, 1/R, and301

of the dimensionless time, t0 = t0/τ , from which we obtain the characteristic time, τ = t0/t0, and derive the capacitance302

C = τ/R. To illustrate the algorithm, we display in Fig. S7(a-b), the capacitance obtained from the ‘CV-curve fit’ (first term303

in Eq. [28]); and compare the values with the capacitance values one obtains from the CV-areas (second term in Eq. [28]) using304

as input the experimentally available integral capacitance, Cint, and the dimensionless time, t0 = t0/τ , obtained from quadratic305

minimization of the CV-curve fit (β = 1). The convergence of these two determination methods is shown in Fig. S7(a-b), with306

a perfect match between C obtained from respectively the ‘CV-Curve Fit’ and the ‘CV-Area’ for scan rates smaller than 200307

mV/s. Fig. S7(c-d) display respectively the inverse of the characteristic time, 1/τ and conductance 1/R, used as minimization308

variables. Their dependence on the scan rate is a hallmark of the rate dependence of the capacitance accessible by CV-test.309

Table S4 summarizes the capacitance measurement results obtained for all tested electrodes listed in Tab. S2.310

C. Fractional Model for Galvanostatic Charge-Discharge Cycles (GCD). In a GCD-test a constant current, I(t) = I0, is applied311

and reversed, while the voltage is measured in time. The linear model Eq. (9) provides the solution:312

I0 = C
dUC(t)
dt

= C
dU(t)
dt

[29]313

with t = t/τ . After instantaneous current loading, the voltage scales linearly with time:314

U(t > 0)
RI0

= 1 + t [30]315

Similarly, after instantaneous current removal at time t0 = t0/τ :316

U(t > t0)
RI0

= t0 − (t− t0) [31]317

We note the jump (drop) in voltage at time t = t0 of [[U ]] = U(t+0 )− U(t−0 ) = −RI0. For the linear model, capacitance in a318

GCD-test is obtained from (33):319

C = I0

dU/dt = I0 t0

U(t+0 )
[32]320

The linear model, however, has severe shortcomings to capture the visible non-linear evolution in time of the voltage after321

charge and discharge. This motivates us to consider the fractional model, Eq. [13]. More specifically, starting with the charge322

cycle, we make use of the property of Caputo’s fractional derivative for a constant (see Appendix A, Eq. [60]), and obtain from323

Eq. [13] in time and Laplace domain:324

RI0 = dαU
dtα

; Û(s) = RI0

sα+1 + U(0)
s

[33]325

with s = s τ , and where we considered the Laplace transform of the instantaneously applied current through the Heaviside326

function L [I0 H(t)] = I0/s (with H(t) the Heaviside function). The inverse Laplace transform reads (see Appendix B):327

U(t) = RI0

Γ1+α
t
α + U(0)H(t) [34]328

where Γx = Γ(x) is the complete Gamma function [Γ(2) = 1].329

Consider then a cyclic current application. The initial conditions are:330

UC(t = 0) = 0; U(t = 0+) = RI0 [35]331
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After (instantaneous) current loading,332

U(t > 0) = RI0

(
1 + 1

Γ1+α
t
α

)
[36]333

Then, since I0 = (U − UC)/R, we readily obtain the capacitance voltage:334

UC(t > 0) = RI0

Γ1+α
t
α [37]335

At time t = t0, consider an instantaneous drop of the current to I = 0, i.e. the current load history:336

I(t) = I0(H(t)−H(t− t0)) [38]337

with t0 = t0/τ the dimensionless charge time. The charge phase is defined by Eqn. (36) and (37), whereas the discharge phase338

is evaluated from Eq. (34):339

U(t > t0) = − RId0
Γ1+α

(t− t0)α + U(t = t
+
0 )H(t− t0) [39]340

Herein, the initial condition after unloading reads:341

U(t = t
+
0 ) = RI0

(
1 + 1

Γ1+α
t
α
0

)
−RId0 [40]342

where the first term is the voltage before unloading U(t = t
−
0 ) while the second term represents the voltage drop due to343

instantaneous unloading, I(t−0 ) = I0 → I(t+0 ) = 0. The (measurable) voltage for t > tc thus evolves as:344

U(t > t0) = RI0

Γ1+α

(
t
α
0 − (t− t0)α

)
[41]345

Finally, since I = (U − UC)/R = 0, we immediately obtain the potential difference in the capacitor after discharge:346

UC(t > t0) = U(t > t0) [42]347

At time t = 2t0 the voltage is zero, and the process starts again.348

In summary, for a constant applied current, I(t) = I0, integration of the fractional derivatives provides:

U(t) = U+ + λ
RI0

Γ1+α

{
t
α; for 0 ≤ t/t0 ≤ 1

(t− t0)α; for 1 ≤ t/t0 ≤ 2 [43]

with U+ = U(t = 0+) = RI0 for charge (λ = +1) and U+ = U(t+0 ) = RI0t
α
0 /Γ1+α for discharge (λ = −1); while t = t/τ is349

dimensionless time. The relevance of the fractional model can be seen from the fit of GCD-curves in Fig. S8.A. The figure350

also displays the fractional exponent for all our tested electrodes in function of the applied current (Fig. S8.B). Of interest is351

the observation that the fractional exponent converges to α→ 1 for vanishing applied current. If we remind ourselves that352

a ’fractional capacitor’ bridges the gap between a resistor, α = 0, and a true capacitor, α = 1, it is readily understood that353

the non-linearity of the GCD-response is due to the resistance of electrode activated at high applied current. Otherwise said,354

GCD-tests carried out at low applied current permit an assessment of the non-instantaneous energy storage of electrodes. This355

is illustrated in Fig. S8.C, displaying the capacitance determined from GCD-measurements, in function of the dimensionless356

current:357

C(I)
C0

= 1− ρ I0 d

U0 A

(
W

C

)−2
[44]358

where C0 = rate-independent capacitance (see main text), d,A = electrode thickness and area, W/C = water-to-cement ratio;359

while ρ = 6.76 Ωm is a fitted resistivity.360

D. Coulombic Efficiency and Capacitance Retention from GCD Measurements. A close inspection of the GCD-measurements361

highlights the asymmetry of the charge-discharge response at low values of applied currents, known as Coulombic efficiency and362

defined in the GCD test as the time ratio between charge and discharge to reach a voltage of 1V, CE = td0/t
c
0. We found that363

the Coulombic efficiency of our electrodes increases with increasing current (Fig. S9.A), attaining a Coulombic efficiency > 95%364

during cyclic loading (Fig. S9.B). Furthermore, we also tested the capacitance retention in cyclic loading, defined here as the365

ratio of the capacitance after the nth-cycle -to- the maximum capacitance measured during GCD-cycles (Fig. S9.C). We found366

that the capacitance is stable at > 95% for at least 10,000 cycles, beyond which the capacitance declines, most likely due to367

electrolyte leakage. In fact, after 100,000 cycles the samples were found dry. This is a stark reminder that supercapacitors need368

to be saturated at all times to ensure long-term stability of the energy storage properties of the electrodes.369
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Fig. S8. Galvanostatic Charge/Discharge (GCD) Cycles: a constant current I0 is applied and held constant until the current reaches U = 1 V. The current is then reversed
until U → 0.. (A.) Measurements (in time) and fractional model fits (in dimensionless time t/t0) for electrode sample KB 12.8 (1.4) - 0.60. (B.) Fractional exponent α for all
tested electrodes for 500 cycles (mean) with error bars representing one standard deviation. (C.) Normalized GCD-capacitance for all tested electrodes in function of (re-scaled)
current. The data are fitted to a linear function.

E. Discussion of Maximum Energy Storage. The aim of this section is to prove Eq. [6] in the main text, which claims that the370

rate-independent capacitance provides the maximum amount of energy storage:371

maxE = 1
2C0 U

2
0 ; C0 = lim

u→0
C(u); U0 = lim

I0→0
U(t+0 ) [45]372

We start by recalling that it is common practice to define the energy storage of supercapacitors considering the total power:373

P (t) = I(t)U(t); Etot =
∫ t2

t1

P (t) dt [46]374

It should be noted, however, that this definition of energy storage includes both the instantaneous energy storage in the375

resistor, for instance P (t+1 ) = RI(t1)2, as well as the time-dependent storage of energy in the capacitor in form of a charged376

ion layer around the oppositely charged carbon black. Therefore, in order to derive the maximum energy storage capacity of377

our electrode materials, we consider only the time-dependent energy storage:378

PC(t) = I(t)UC(t); EC =
∫ t2

t1

PC(t)dt [47]379

where I is the current and UC the potential difference corresponding to the electrical charge stored into electrodes. To illustrate380

our purpose, consider the fractional EDLC model applied to a GCD-test. During charge with a constant current I0, use of381

Eqn. [36] and [37] in [46] and [47] provides:382

EGCD
tot (t−0 ) = t0

I2
0
R

+ EGCD
C (t−0 ); EGCD

C (t−0 ) = τR I2
0 t

1+α
0

(1 + α)Γ1+α
= C

U(t+0 )2

1 + α
[48]383

with U(t+0 ) = RI0t
α
0 /Γ1+α, t0 = t0/τ , and C the linear capacitance, Eq. (32). We thus note, from the evolution of both the384

fractional exponent (Fig. S8) and the GCD capacitance, that the maximum energy storage is achieved as I0 → 1, and hence385

α→ 1:386

lim
I0→0

EGCD
tot = lim

α→1
EGCD
C = 1

2C0U(t+0 )2 [49]387

Fig. S9. Coulombic Efficiency (CE) and Capacitance Retention: (A.) Coulombic Efficiency in function of applied current in GCD-test; and (B.) Cyclic Coulombic Efficiency for
two electrodes (KB 12.8 (1.4) - 0.34 and KB 12.8 (1.4) - 0.60). (C.) Cyclic Capacitance Retainment, C(n)/maxn C(n), for a selected number of tested electrodes.
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Fig. S10. Nano Carbon Black Threshold Concentration for [left] resistivity (i.e. electron conductivity), and [right] (integer) capacitance (i.e. energy storage) for a PBX doped
carbon-cement electrode sample prepared at a water-to-cement ratio of 0.6, and an electrode thickness of 0.25 cm at various nCB concentrations.

where C0 corresponds to the asymptotic capacitance value as I0 → 0.388

We proceed in a similar fashion for the CV-test. For the charge phase,389

ECV
tot = t0

U2
0
R

∫ 1

0
I

2dU + ECV
C ; ECV

C = Ct0U
2
0

∫ 1

0
I UCdU [50]390

Finally, if we evaluate the integrals using Eqn. [26] and [16], at its limit, t0 →∞ (corresponding to a zero-scan rate), we obtain:391

lim
t0→∞

ECV
tot = lim

t0→∞
ECV
C = CU2

0 lim
t0→∞

(t0 − 2) exp(t0) + t0 + 2
2t0(exp(t0) + 1))

= 1
2C0U

2
0 [51]392

The combination of Eq. [49] and Eq. [51] is Eq. [6] in the main text (where we dropped the subscript ‘tot’); and proves that the393

rate-independent capacitance C0 characterizes the maximum energy storage of the electrodes. It is independent of the testing394

condition, ion conductivity, and so on. It is why GCD and CV measurements converge as shown in the main text (Fig. 2.D-1395

and Fig. 2.D-2).396

The values of C0 for our electrodes are listed in the last column of Table S4.397

F. Discussion and Additional Experimental Results of Capacitance Measurements: nCB-Threshold Values. Effect of Aging398

on Capacitance Measurements. For a selected number of electrode samples we carried out CV-based capacitance measurements399

to investigate the capacitance at various nCB concentrations. Sample results are shown in Fig. S10, where we display the400

integral capacitance, Eq. (24), vs. the nCB-concentration (by carbon mass vs. cement mass) for PBX-doped carbon-cement401

electrodes, prepared at a water-to-cement ratio of 0.6, and an electrode thickness of 0.25 cm. The results demonstrate that the402

nCB percolation threshold occurs at ca. 6-7% (by carbon mass vs. cement mass). Once the nCB concentration reaches ca. 7%,403

the capacitance exhibits an (almost) linear increase with the carbon content. This capacitance threshold is comparable to404

the electrical conductivity threshold. The electrical conductivity threshold of carbon-cement composites was discussed in a405

previous study (1). In the present study, we selected samples with carbon content beyond the percolation threshold in order to406

maximize their energy storage potential and identify related texture effects.407

A second point we addressed is the influence of material aging on capacitance measurements, by carrying out CV-408

measurements at an age of 1 month and 30 months, to assess the potential changes in energy storage capacity due to changes409

in texture parameters over time. The sample result shown for electrode sample PBX 22.4 (0.8) - 0.26 cm in Figure S11410

demonstrates that the CV-curves are (almost) not affected by the age of the sample. These results demonstrate that once the411

main hydration processes are completed (after 28 days of hydration) any additional ongoing hydration does not significantly412

influence the energy storage potential of our cement-carbon composites. Otherwise said, the texture of the percolated nCB413

network is stable, and the hydration porosity changes no more.414

G. Discussion of Limitation of the Model-Based Approach. The limitations of our modeling approach relate to the assumption415

of a constant resistance, R, over the testing time. This is a rough estimate for the actual resistivity of the electrolyte which has416

been shown to change both in space and time (34, 35). On the other hand, to the best of our knowledge, our model-based417

approach is an improvement of the current best practice of determining the electrode material’s performance (see e.g. Ref.418

(33), Tab. 4) in that it provides a means to obtain one converged capacitance value, C0, from two different test conditions419

(here GCD and CV). It is for this reason that we consider C0 as an intrinsic electrode property characterizing the maximum420

energy storage.421

14 of 18Nicolas Chanut, Damian Stefaniuk, James C. Weaver, Yunguang Zhu, Yang Shao-Horn, Admir Masic, Franz-Josef Ulm



Fig. S11. CV curve at scan rate 100 mV/s at different hydration times (1 month and 30 months) for sample PBX 22.4 at w/c=0.8.

4. Dimensional Analysis and Scaling422

This section provides details of the dimensional analysis in the main text, which is the cornerstone of the scaling argument of423

our paper. We first present the dimensional analysis of the rate-independent capacitance, before turning to the the scaling of424

high-rate capability of our supercapacitors.425

A. Dimensional Analysis of Rate-Independent Capacitance. We experimentally derived a rate-independent capacitance of our426

electrodes, as the capacitance representative of the maximum energy storage (see Eq. [45]). From an energy storage point-of-view,427

we consider that the surface of the carbon black is entirely surrounded by an oppositely charged surface layer of ions. Since428

this ‘rate-independent’ state does not involve time, the only dependent variables that may affect the capacitance are geometric429

variables (electrode area A, electrode thickness d), the mass of carbon black in the electrodes, φCρC ; the specific surface of430

the carbon black, i.e. SBET, and the aerial capacitance of a carbon black unit surface, εnCB. We are thus interested in the431

dimensional analysis of the following relationship:432

C0 = f(d,A, φCρC , SBET, εnCB) [52]433

We consider an LMTI base dimension system, in which any physical quantity is defined by a dimension function:434

[Qi] = LaMbT cId [53]435

Hence, applied to Eq. [52], we have [C0] = L−2M−1T 4I2, [d] = [A]1/2 = L, [φCρC ] = L−3M , [SBET] = L2M−1, and436

[εnCB] = L−4M−1T 4I2. We summarize the dimension function in form of the exponent matrix of dimension:437

L
M
T
I


[C0] [εnCB] [d] [A] [φCρC ] [SBET]
−2 −4 1 2 −3 2
−1 −1 0 0 1 −1
4 4 0 0 0 0
2 2 0 0 0 0

 [54]438

The rank of the matrix is k = 3, which means that dimensional analysis (or more specifically the Pi-Theorem (36)) permits439

us to reduce the dimensional relation (52) between 6 dimensional variables to a relation between 6 − k = 3 dimensionless440

invariants; for instance:441

C0

εnCB dAφCρCSBET
= Fπ

(
d2

A
, φCρCSBET d

)
[55]442

We test this functional relation using our experimental data (i.e. Tab. S1, S2, and S4), to find out that the dimensional443

function on the right-hand-side of Eq. [55] is a constant, Fπ = const (see Fig. 3.A in main text). Setting the constant to one,444

provides the scaling relation, Eq. [7], in the main text.445

B. Scaling of Rate Capability. The scaling of the rate-independent capacitance provides an effective means to investigate the446

parameters governing the rate capability in a dimensionless form, C(u)/C0 (see Fig. 2.E in main text). From the point of view447

of dimensionless analysis, the dimensionless nature of C(u)/C0 requires that any relation between C(u)/C0 and geometric or448

electrochemical parameters be dimensionless as well. Motivated by earlier derivations of the spatial and temporal resolution of449
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ion diffusion, dissociation, solvation and charge storage (34, 35), it is natural to assume that the rate-sensitivity of the capacity450

measurements are due to the time scale of ion diffusion. From the point of view of dimensional analysis, this means that the451

scan rate u should scale linearly with a reference scan rate u0; hence:452

C(u)
C0

= Gπ
(
ξ = u

u0

)
[56]453

Given the assumed diffusion control, we scale time t0 in u = U0/t0 with the diffusion time, t0 = d2/D, where D is the454

diffusivity. In return, the ion diffusivity of a heterogeneous material is affected by the porosity φ and the tortuosity T , since455

D = φD0/T [see, for instance, (37)]. We now make use of the results of our texture analysis, which revealed that the access456

to the nanocarbon network, as defined by the specific surface φCρCSBET is mediated by the specific texture surface of nano457

carbon black, sLD and sHD (see Fig. 1.F in main text). It is thus natural to consider the ratio of the these specific surfaces as458

a means to quantify the geometric tortuosity:459

T ∼ sLD
φCρCSBET

[57]460

These considerations allow us to scale time t0 in a dimensionless form:461

ξ = d2

t0 φD0
T = d2 φCρCSBET

sLD t0 γD0

(
W

C

)−3
[58]462

where the last term, (W/C)−3 considers the fact that the hydration porosity, φ, and the pores-pace tortuosity are governed by463

the water-to-cement ratio, W/C (38, 39). The strength and limitation of dimensional analysis is that it provides only scaling464

relations of physical parameters. The successful scaling of the rate dependence of capacitance is displayed in Fig. 3.B in main465

text, in which we show that the experimental values of all electrodes tested at different scan rates collapse onto a single master466

curve. On the other hand, dimensional analysis cannot provide an absolute value for the involved quantities, such as the467

self-diffusivity, D0; which is taken into account in our experimentally supported dimensional analysis approach by factor γ in468

Eq. [58].469

Acknowledgment:. This work was supported by the MIT Concrete Sustainability Hub with sponsorship provided by the Concrete470

Advancement Foundation.471

A. APPENDIX472

A. Fractional Derivatives. We here consider the Caputo fractional derivative:473

dαf(t)
dtα = 1

Γ(1− α)

∫ t

0
(t− t′)−α df(t′)

dt′ dt′ [59]474

for 0 < α < 1. In contrast to Riemann-Liouville definition of the fractional derivative (used in the fractional capacitance model475

in Ref. (40)), the Caputo derivative of a constant (say f(t) = f0) is zero:476

dαf0

dtα = 0 [60]477

The Laplace transform of Eq. (59) reads:478

L

[
dαf(t)
dtα (t)

]
(s) = sαf̂(s)− sα−1f(0) [61]479

where f̂(s) = L [f(t)](s) stands for the Laplace transform of function f(t), and f(0) = f(t = 0) is the initial value of function480

f(t) at time t = 0.481

B. Some relevant Laplace Transforms. The Laplace transform of a power function reads:482

L (tα) =
∫ ∞

0
e−sttαdt = Γ(1 + α)

s1+α [62]483

for α > −1 and s > 0. For this calculation, substitute u := st to obtain:484 ∫ ∞
0

e−sttαdt = 1
sα+1

∫ ∞
0

u(α+1)−1e−udu [63]485

with the integral being identified as the definition of the Gamma function:486

Γ(x) =
∫ ∞

0
ux−1e−udu [64]487
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