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SUMMARY
Human induced pluripotent stem cell (hiPSC)-derived neuronal networks on multi-electrode arrays (MEAs) provide a unique phenotyp-

ing tool to study neurological disorders. However, it is difficult to infer cellular mechanisms underlying these phenotypes. Computa-

tional modeling can utilize the rich dataset generated by MEAs, and advance understanding of disease mechanisms. However, existing

models lack biophysical detail, or validation and calibration to relevant experimental data. We developed a biophysical in silico model

that accurately simulates healthy neuronal networks onMEAs. To demonstrate the potential of ourmodel, we studied neuronal networks

derived from a Dravet syndrome (DS) patient with a missensemutation in SCN1A, encoding sodium channel NaV1.1. Our in silicomodel

revealed that sodium channel dysfunctions were insufficient to replicate the in vitro DS phenotype, and predicted decreased slow after-

hyperpolarization and synaptic strengths. We verified these changes in DS patient-derived neurons, demonstrating the utility of our

in silico model to predict disease mechanisms.
INTRODUCTION

Human induced pluripotent stem cell (hiPSC)-derived

neuronal networks have become a key in vitro approach

to study normal and abnormal formation of neural circuits,

neurological disorders, or drug effects (Linda et al., 2022;

Pires Monteiro et al., 2021; Yokoi et al., 2022). Networks

cultured on multi-electrode arrays (MEAs) allow for non-

invasive recording of neuronal network activity through

embedded extracellular electrodes (Obien et al., 2015).

In vitro neuronal networks derived from healthy subjects

or patients show robust and replicable functional pheno-

types (Mossink et al., 2021), and various genotype/pheno-

type correlations have been established (Frega et al., 2019;

Marchetto et al., 2017; Klein Gunnewiek et al., 2021; Klein

Gunnewiek et al., 2020). Despite these advances, the iden-

tification of cellular and synaptic mechanisms underlying

the abnormal network phenotype remains challenging,

as these are not trivial to deduce from the neuronal net-

works’ electrical activity (Obien et al., 2015).

In silico modeling can complement experimental

research and facilitate the identification of mechanisms

underlying the observed neuronal network phenotype

(Brodland 2015). Computational models have provided

insight into various phenomena of in vitro neuronal net-

works such as network bursting (Masquelier and Deco
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2013; Kumar et al., 2020), the effect of stimulation (Wen

et al., 2022), and the role of astrocytes (Lenk et al., 2016).

However, most of these in silico network models use

phenomenological neuron models that can simulate sim-

ple neuronal behavior such as spikes, but do not describe

how this behavior results from the intricate interplay of

ion channels (Masquelier and Deco 2013; Wen et al.,

2022; Lenk et al., 2016; Park et al., 2006; Pasquale et al.,

2008; Mok et al., 2022). Moreover, most models are not

calibrated and validated to data from human neuronal net-

works (Kumar et al., 2020; Trujillo et al., 2021; Wen et al.,

2022; Masquelier and Deco 2013; Park et al., 2006; Lenk

et al., 2016). Thus, the available models are ill-suited

to study the effect of detailed cellular mechanisms on

network activity and most lack the biophysical realism to

simulate disorders that arise from channelopathies.

Here, we developed a biophysically detailed in silico

model of hiPSC-derived excitatory neuronal networks on

MEA, that accurately reproduces themain bursting activity

measured in in vitro control neuronal networks. Further-

more, blocking of particular ion channels in silico and

in vitro resulted in similar network phenotypes, serving as

model validation. To illustrate the potential of the model

to test hypotheses and predict factors underlying disease

mechanisms, we investigated excitatory neuronal net-

works derived from a Dravet syndrome (DS) patient. DS is
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a severe infantile epileptic encephalopathy, caused by de

novo mutations in SCN1A (Takayama et al., 2014; Dravet

2011; Ragona 2011), encoding the a-1 subunit of the

voltage-gated sodium channel NaV1.1 (Dravet 2011). It re-

mains unresolved how excitatory neurons are affected by

changes in sodium channel dynamics, and how this con-

tributes to epileptogenesis (Isom 2014). Our in silicomodel

revealed that sodium channel dysfunctions were insuffi-

cient to transition from a model of healthy networks to

one that resembles the in vitro DS network behavior, and

that additional alterationswere needed. In particular, based

on systematic model simulations, we predicted reduced

slow afterhyperpolarization and synaptic strengths in the

DS neuronal networks, which was subsequently confirmed

in vitro. These results illustrate the utility of our in silico

model to identify important mechanisms that can then

be investigated in vitro in a targeted manner, expanding

our understanding of disease mechanisms.
RESULTS

Our in silico model accurately reproduces activity of

hiPSC-derived neuronal networks

To allow in silico investigation of cellular andnetworkmech-

anisms of hiPSC-derived neuronal networks on MEA, we

developed a biophysically detailed computational model

(Figure 1B). The model consisted of 100 Hodgkin-Huxley

(HH)-type neurons with voltage-gated sodium and potas-

sium channels, leak channels accounting for the natural

permeability of the neural membrane, and a slow, spike-

dependent afterhyperpolarizing current (sAHP), corre-

sponding to slow calcium- and sodium-activated potassium

currents. The neurons were sparsely connected via synapses

modeling AMPA receptors (AMPAr) and NMDA receptors

(NMDAr), including short-term depression (STD). In this

way, the model allows the investigation of the effect of spe-

cific changes to both ion channels and synaptic processes.

The in silico model contained ‘‘virtual electrodes’’ similar

to in vitro electrodes to represent the network activity. We

based parameter choices on experimental measurements

where possible, and chose the remaining parameters

such that the simulated activity resembled the activity

observed from in vitro control neuronal networks. The

in vitro neuronal networks were differentiated from hiPSCs

derived from a healthy subject through forced expression

of Ngn2 (Frega et al., 2017), and activity was recorded at

37 days in vitro (DIV) (Figure 1A). Both in vitro and in silico

network activity consisted of spikes andbursts (short periods

of high-frequency firing), which self-organized into syn-

chronous network bursts (NBs) recorded in all electrodes

(Figures 1C and 1D). In vitro neuronal networks exhibited

stable periodic NBs, which were highly reproducible and
previously observed across 10 independent control lines

(Mossink et al., 2021). To quantitatively compare in silico

simulations to in vitro measurements, we defined three NB

features that remained stable over time (Mossink et al.,

2021), the NB rate (NBR), the NB duration (NBD), and the

percentage of spikes in NBs (PSIB). We analyzed the in vitro

measurements and in silico simulations identically. There

were no significant differences between the NBR and NBD

in vitro and in silico, and the PSIB was similar (Figure 1E),

showing that our in silico model can accurately simulate

the main features of in vitro neuronal networks.

The in silico and in vitro neuronal networks show

similar network behavior after pharmacological

interventions with specific ion channel blockers

After establishing that the in silico model accurately simu-

latedcontrolneuronalnetworkbehavior,weaimedtofurther

validate themodel.We therefore performed interventions to

both in vitro and in silico control networks and compared the

effect without adjusting any other model parameters. First,

we blocked KCNQ potassium channels in vitro using linopir-

dine (1.5 mM) (Schnee and Brown 1998; Noda et al., 1998;

Guan et al., 2011). KCNQ potassium channels underlie part

of the sAHP (Larsson 2013), and we therefore halved the

conductance of the sAHP channels in silico. The addition of

linopirdine resulted in a substantial increase in the NBD,

both in vitro and in silico, while the NBR and PSIB were unaf-

fected (Figure 2). Second, we inhibited sodium channels us-

ing tetrodotoxin (TTX) (1mM) in vitro andblocked all sodium

channels in silico. In both cases, the activity was completely

abolished (data not shown). Third, we blocked NMDArs

in vitro, usingNMDAr antagonistMK-801 (1mM), and in silico

by setting the NMDA conductance to zero. Both resulted in

a decreased NBD with minimal effect on the NBR and

PSIB (Frega et al., 2019) (Figure 2). Finally, we inhibited

AMPArs both in vitro, using AMPAr antagonists 2,3-dioxo-6-

nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline7-sulfonamide

(NBQX) (50 mM) and 1-naphthyl acetyl spermine trihydro-

chloride (NASPM) (10 mM), and in silico by abolishing the

AMPA conductance. All bursting behavior vanished in

both cultures and simulations (Figure 2). Although the vari-

ability of the effects of most blockers, reflected by a reduced

SEM was noticeably smaller in simulations compared with

experiments, there were no significant differences between

the observations in vitro and in silico (Figure 2B). Because

there were no remaining NBs after AMPA blockage, we

also quantified the mean firing rate (MFR). There was a

considerable reduction in MFR upon AMPA blockage,

both in vitro and in silico. Nevertheless, the reduction

([mean ± SEM] 0.27 ± 0.08 spikes/s in vitro and 0.43 ± 0.04

spikes/s in silico) was significantly different (p = 0.0163) be-

tween the in vitro and in silico observations. Our observa-

tions, both in vitro and in silico, are in line with previous
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Figure 1. The in silico model resembles the network phenotype of hiPSC-derived excitatory neuronal networks
(A) Schematic overview of the differentiation protocol. hiPSCs were obtained by reprogramming somatic cells of a healthy subject.
Excitatory neurons were generated through doxycycline (Dox)-inducible overexpression of Neurogenin2 (Ngn2). At 2 days in vitro (DIV),
embryonic day 18 (E18) rodent astrocytes were added in a 1:1 ratio. Activity was recorded at 37 DIV.
(B) Schematic overview of the biophysical in silico model consisting of 100 Hodgkin-Huxley (HH)-type neurons, containing voltage-
dependent sodium- (NaV), delayed rectifier potassium (Kd), and slow afterhyperpolarizing currents (sAHPs), sparsely connected via AMPA
receptor (AMPAr)- and NMDA receptor (NMDAr)-mediated synapse models, using virtual electrodes to measure network activity. The model
is calibrated and validated to in vitro data.
(C) Representative raster plots showing 100 s of activity from a control network in vitro (left) and in silico (right). Black lines at the bottom
of the raster plots indicate detected network bursts (NBs).
(D) Schematic overview of the analysis of MEA and ‘‘virtual electrode’’ signals.
(E) Quantification of network burst rate (NBR), network burst duration (NBD), and percentage of spikes in network bursts (PSIB) for 12
wells in vitro and 12 simulated networks in silico. Data represent mean ± SEM ns p > 0.05, ****p < 0.0001, Mann-Whitney test was
performed between two groups.
literature describing the effect of ion channel blockers on

neuronal network behavior (Frega et al., 2019; Kasteel and

Westerink 2017). Thus, we conclude that our in silicomodel

is an adequate computational representation of the in vitro

recorded control excitatory neuronal networks.
1688 Stem Cell Reports j Vol. 18 j 1686–1700 j August 8, 2023
The in silicomodel predicts alterations to the sAHP and

synaptic strengths in DS neuronal networks

To assess the potential of the model to generate meaning-

ful hypotheses about underlying disease mechanisms, we

studied neuronal networks derived from a DS patient with
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Figure 2. Blocking specific ion channels in vitro and in silico results in similar network phenotypes
(A) Left: representative raster plots showing 100 s of spontaneous activity from a control network in vitro in basal conditions, treated with
1.5 mM linopirdine to block KCNQ potassium currents, 1 mM MK-801 to block NMDArs, and 50 mM NBQX and 10 mM NASPM to block AMPArs.
Right: representative raster plots showing 100 s of simulated activity from the in silicomodel in basal conditions, when the conductance of
the sAHP channels is halved to model the effect of linopirdine, when all the NMDArs are blocked, and when all AMPArs are blocked. Black
lines at the bottom of the raster plots indicate detected NBs.
(B) Quantification of the normalized NBD, normalized NBR, and normalized PSIB in vitro and in silico with 8 networks for linopirdine
(sAHPblock), 10 networks for MK-801 (NMDArblock), and 4 networks for NBQX (AMPArblock) per condition. Data represent mean ± SEM ns
p > 0.05, *p < 0.05, **p < 0.005, ****p < 0.0001. Groups were compared using a mixed effect model with multiple comparisons and
Bonferroni correction.
a heterozygous missense mutation in the pore domain of

SCN1A (c.4168G>A p.Val1390Met). DS neuronal networks

showed less frequent NBs with a significantly longer dura-

tion compared with control (Figures 3C and 3D). More-

over, DS networks exhibited more spiking outside the

NBs, resulting in a lower PSIB (Figure 3D). Thus, excit-

atory neuronal networks derived from DS patients show

a distinct phenotype on MEA, which was in line with

the addition of proconvulsive compounds in previous
literature (Bradley et al., 2018). Previous modeling studies

argued that alterations in sodium channel dynamics

could explain the DS phenotypes (Berecki et al., 2019;

Kahlig et al., 2006). To test this hypothesis, we explored

in silico all sodium channel alterations that could arise

from mutations in SCN1A to transition from the control

neuronal network model to a DS model that resembled

the situation in vitro (see supplemental experimental pro-

cedures and Figure S1A). We observed that every possible
Stem Cell Reports j Vol. 18 j 1686–1700 j August 8, 2023 1689
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Figure 3. In silico model of DS neuronal networks replicates in vitro phenotype by altering sAHP and synaptic strengths
(A) Schematic overview of the in vitro data.
(B) Table with in silico altered parameters to transition from a model of control networks to a model of DS neuronal networks.
(C) Representative raster plots showing 100 s of spontaneous activity from an in vitro control network and an in vitro DS network (left), and
simulated activity from the control and the DS in silico model (right). Black lines at the bottom of the raster plots indicate detected NBs.
(D) Quantification of NBR, NBD, and PSIB for 12 wells per condition in vitro and 12 simulated networks per model in silico. Data represent
mean ± SEM, ns p > 0.05, ***p < 0.0005, ****p < 0.0001. Means were compared with a two-way ANOVA with Bonferroni correction for
multiple testing.
(combination of) sodium channel modification(s) could

qualitatively only either increase or decrease the neuronal

excitability. On a network level, this led to either an

increased or decreased NBR, while other features were

largely unaffected (Figure S1C). In DS cultures, we

observed a lower NBR compared with control, but also a

lower PSIB and higher NBD (Figure S1B). In simulations

with sodium channel modifications, the PSIB never signif-

icantly decreased and the NBD never increased in combi-

nation with a decreased NBR, comparable with the in vitro

situation (Figure S1D). This suggests that changes in so-

dium channel dynamics are insufficient to transition
1690 Stem Cell Reports j Vol. 18 j 1686–1700 j August 8, 2023
from a functional phenotype of a control in silico model

to a model of DS networks.

Since sodium channel modifications were insufficient, we

explored other alterations, in particular synaptic properties

and adaptive mechanisms. We observed that decreasing

the conductance of the sAHP channels and decreasing the

synaptic strengths (i.e., the magnitude of the excitatory

post-synaptic currents [EPSCs]) lowered both the PSIB and

NBR while increasing the NBD, similar to in vitro observa-

tions. Furthermore, we slightly reduced the amount of

STD to obtain an NBD matching the in vitro observations.

Although we could thus model the DS phenotype in silico
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independent of sodium channel modifications, the DS neu-

rons in vitro exhibited decreased peak sodium current. To

mimic this, we decreased the rate constants of the sodium

channel activation gate in silico. This did not change the in

silico modeled DS network phenotype, confirming that the

alterations in sAHP, synaptic strength, and STD could still

reproduce a DS network phenotype in a DS biophysically

relevant context. An overview of the modified parameters

can be found in Figure 3B. The obtained model could repli-

cate the differences between the in vitro observed control

and DS neuronal network phenotypes (Figure 3C). There

were no significant differences between the NBR and NBD

of the in vitro and in silicoDSmodels (Figure 3D).While there

was a significant difference in PSIB between in silico and

in vitroDS networks, the difference in PSIB between healthy

and DS networks was similar in vitro and in silico. These re-

sults suggest that the DS excitatory neuronal network

phenotype arises from disease mechanisms beyond NaV1.1.

The in silico generated hypotheses are substantiated

in vitro

The candidate cellular mechanisms in DS networks identi-

fied with our in silicomodel were subsequently investigated

in vitro. We hypothesized that reduced sAHP, modeled as a

potassium current that can be both calcium and sodium

activated, could result from either reduced calcium or so-

dium currents. To this end, we measured the peak sodium

current density and AP intrinsic properties using whole-

cell current-clamp recordings. We observed decreased

peak sodium current densities in DS neurons and a reduced

AP amplitude, indicative of a reduction in both sodium-

and voltage-dependent calcium currents (Gerlach et al.,

2004). Similar to the in silico neurons, DS neurons in vitro

were more excitable, reflected by a decreased rheobase,

increased number of APs at lower current injections, and

earlier depolarization block (Figures 4B–4D). To test the in

silico prediction of reduced synaptic strengths in DS net-

works, we measured spontaneous EPSCs (sEPSCs) in con-
Figure 4. In vitro DS neurons show hyperexcitability and reduced
(A) Representative AP shapes in control (gray) and DS neurons (oran
(B) Quantification of the peak sodium current density, AP peak amplitu
and DS neurons.
(C) Representative voltage traces from control and DS neurons in res
(D) The number of APs per current injection. Two-way ANOVA with Geis
intrinsic property data n = 20 for control and n = 26 for DS (3 indepe
(E and F) Representative (E) sEPSC traces and (F) average sEPSC trace
(G) Quantification of sEPSC amplitudes and frequency in control (n = 14
(H and I) Representative images of (H) control and DS neurons
(I) quantification of the synaptic density in control (n = 21) and DS
(J) Representative reconstructions of control (left) and DS (right) ne
(K) Quantification of the number of dendrites and the total dendritic
experimental replicates).
Data represent mean ± SEM *p < 0.05, **p < 0.005, ****p < 0.0001,
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trol and DS network neurons using whole-cell voltage

clamp. Indeed, both the sEPSC amplitudes and frequencies

were significantly decreased in DS neurons (Figures 4E–

4G).We foundno significant difference in the synapse den-

sity or total dendritic length between control and DS neu-

rons (Figures 4H and 4J), indicating that the decreased

sEPSC amplitude and frequency are attributable to reduced

synaptic strengths, and not to a decrease in the number of

synapses. To conclude, DS neurons in vitrowere hyperexcit-

able, and showed reductions in synaptic strengths, con-

firming the in silico predictions.
DISCUSSION

We here describe an in silico network model with detailed

neuron dynamics, successfully calibrated and validated to

experimental data from hiPSC-derived neuronal networks,

able to generate meaningful hypotheses confirmed in vitro.

Our model can be used to distinguish the effect of specific

cellular changes on network dynamics, allowing for hy-

pothesis testing and the development of mechanistic the-

ories. With this model, researchers can leverage MEA data

to identify potential cellular mechanisms underlying the

neuronal network behavior, even if they lack the resources

to do so in vitro.

Previously available models of in vitro neuronal networks

were either not validated to data from human networks

(Park et al., 2006; Masquelier and Deco 2013; Kumar

et al., 2020; Pasquale et al., 2008; Trujillo et al., 2021),

showed limited agreement between experimental and

simulated data (Wen et al., 2022; Lenk et al., 2016), or

used phenomenological neuron models, without detailed

ion channel dynamics (Wen et al., 2022; Masquelier and

Deco 2013; Park et al., 2006; Pasquale et al., 2008; Mok

et al., 2022; Lenk et al., 2016). In contrast, we used a

detailed neuron model with a biophysical description of

how APs are generated by the interplay of ion channels,
synaptic strengths
ge).
de, afterhyperpolarization (AHP) potential, and rheobase of control

ponse to an applied current of 15 and 50 pA.
ser-Greenhouse correction was performed to compare groups. For all
ndent experimental replicates).
s of control and DS neurons.
) and DS (n = 15) neurons (2 independent experimental replicates).
stained for MAP2, Synapsin1/2, and Homer1 at 35 DIV for the
(n = 22) neurons (2 independent experimental replicates).
urons.
length of control (n = 30) and DS (n = 30) neurons (3 independent

Mann-Whitney test was performed between two groups.



which allows for in-depth modeling of channelopathies,

and a high agreement with in-vitro-generated data. Howev-

er, increasing the model complexity also increases the

number of parameters, which can potentially lead to a

higher parameter degeneracy (Prinz et al., 2004; Achard

and De Schutter 2006), meaning that multiple parameter

combinations can lead to similar behavior. In that case,

tuning model parameters is more difficult and predictions

are more ambiguous. Conversely, it is important to keep

in mind the simplifications in our model, such as the use

of a one-compartmental neuron model that neglects the

possible influence of neuronal morphology, or the lack of

inhibitory neurons both in vitro and in silico, even though

they might play a considerable role in the studied diseases

(Kurbatova et al., 2016; Jansen et al., 2021; Lemaire et al.,

2021; Chizhov et al., 2017). Depending on the research

question, it might be relevant to reduce model complexity

or, conversely, to increase it by the inclusion of inhibitory

neurons or neuronal morphology.

Although our in silico model reproduced most electro-

physiological signatures of in vitro neuronal networks, the

PSIB in simulations was slightly higher than observed

experimentally. This is likely due to the higher connectiv-

ity in silico, necessary to compensate for the lower number

of neurons, and resulting in a higher synaptic input during

an NB and consequently rapid firing. When we dramati-

cally increased the number of neurons and proportionally

decreased the connectivity, we observed a decrease in PSIB

while the overall behavior of the network remained similar

(Figure S2). Thismight also explain the slightly higherMFR

after AMPA blockage in silico. Another slight disparity be-

tween experiment and simulation was the variability of

the effect of ion channel blockers used for validation, likely

due to the biological variability in cultures (Volpato and

Webber 2020; Strube et al., 2017). For example, while the

number of NMDArs and the effectiveness of MK-801

in vitro might differ per culture, the contribution of

NMDA currents was always the same in silico. Thus, block-

ing the NMDArs in silico had quantitatively the same effect

in all networks.

To illustrate the potential of our in silicomodel to test and

generate hypotheses, we applied it to DS patient-derived

excitatory networks. Previous work investigating DS has

identified several sodium channel dysfunctions in excit-

atory neurons but it remains unexplained how this influ-

ences neuronal network behavior and epileptogenesis (Yu

et al., 2006; Stein et al., 2019; Han et al., 2012; Liu et al.,

2013; Jiao et al., 2013; Xie et al., 2020). In our in silico

model, alterations to the sodium channel could not

explain the aberrant network behavior observed in vitro.

To replicate the DS phenotype in silico, we decreased the

contribution of sAHP currents, synaptic strength, and the

strength of STD, giving rise to the hypothesis that mecha-
nisms beyond NaV1.1 might contribute to the DS pheno-

type in excitatory neuronal networks.

Our in silico model predicted that DS excitatory neurons

were hyperexcitable, caused by a reduced sAHP. Multiple

potassium conductances constitute the AHP, which is

comprised of a fast (f), medium (m), and sAHP component.

While the fAHP and mAHP are mostly voltage dependent,

the sAHP is largely voltage independent but can be both

calcium and sodium activated (Gerlach et al., 2004; Wallen

et al., 2007). We did not observe a reduction in absolute

AHP potential in DS neurons, both in silico and in vitro.

Indeed, the effect of sAHP on the AHP potential is negli-

gible (Larsson 2013). As we were unable to dissect the

sAHP potential from the general AHP potential, we attemp-

ted to quantify the possible contributors to the sAHP. We

observed a decreased peak sodium current density, which

could in turn reduce the contribution of sodium-depen-

dent potassium currents. These potassium channels

exhibit a large outward current under physiological condi-

tions, activated by TTX-sensitive sodium currents, the ma-

jor sodium current in our in vitromodel (Budelli et al., 2009;

Hage and Salkoff 2012). Therefore, we speculate that

reduced sodium currents might lead to reduced sodium-

activated potassium currents, decreasing the sAHP as pre-

dicted by our in silico model. Another large contributor to

the sAHP is the slow calcium-activated potassium current

(Larsson 2013). The decreased AP amplitude observed in

DS neurons in vitro could lead to a reduced calcium influx,

which in turn lowers the activation of calcium-activated

potassium currents. Spratt et al. (2021) observed a similar

reduction in AP amplitude in an Scn2a knockout mouse

model, and correspondingly explained neocortical pyrami-

dal cell hyperexcitability by attenuated hyperpolarizing

potassium currents. Thus, reduced potassium currents

might explain excitatory neuronal hyperexcitability, as a

secondary effect to SCN1A deficiency in DS. Future work

should confirm this by dissecting the contribution of

different voltage-, calcium-, and sodium-dependent potas-

sium currents in DS neurons.

Although we measured neuronal hyperexcitability both

in vitro and in silico, the network activity appeared less syn-

chronized, reflected by a lower NBR and PSIB. Our in silico

model predicted that this resulted from reduced synaptic

strengths, which might be a homeostatic response to the

hyperexcitability observed both in vitro and in silico. Ho-

meostatic synaptic downscaling is observed in in vitro net-

works when the neuronal activity is artificially elevated

(Siddoway et al., 2014; Frega et al., 2019). The primary

mechanism for synaptic downscaling is the remodeling

of AMPArs in the post-synaptic membrane leading to lower

EPSC amplitudes (Turrigiano et al., 1998). We observed

decreased sEPSC amplitudes and frequencies in DS cultures

compared with control, without a reduced synapse
Stem Cell Reports j Vol. 18 j 1686–1700 j August 8, 2023 1693



number. Therefore, lowered sEPSC amplitudes and fre-

quencies might be a result of reduced synaptic function

in the in vitro DS networks. Homeostatic plasticity might

also cause a reduction in STD, as our in silico model pre-

dicted (Deperrois and Graupner 2020; Almog et al.,

2022). Based on these findings, we hypothesize that DS

neuronal network activity is persistently increased due to

neuronal hyperexcitability and that, consequently, synap-

ses are downscaled as a form of homeostatic plasticity.

Future studies should confirm the diseasemechanisms pro-

posed here for DS networks, as we used only one patient/

control line at one developmental time point, to give a

comprehensible example of how the computational model

can be used. A possible obstacle in tuning our in silico

model to other patient lines is the difficulty in finding

the optimal model parameters. This could be overcome

with the use of parameter optimization techniques that

are widely available and tested on similar neuronal models

(Sunnaker et al., 2013; Goncalves et al., 2020).

In sum, we developed a biophysically detailed in silico

model that faithfully replicates in vitro observations

from hiPSC-derived neuronal networks. Our model is a

valuable tool complementary to in vitro measurements to

strengthen the conclusions derived from these data.
EXPERIMENTAL PROCEDURES
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Data and code availability
The python code to run simulations in silico, together with the

MATLAB code for data analysis is published on GitLab (https://

gitlab.utwente.nl/m7706783/mea-model). All data are available

from the lead contact upon request.
iPSC generation and neuronal differentiation
Experiments concerning patient-derived cells were carried out af-

ter informed consent and approval by the medical ethical com-

mittee of the Radboudumc, Nijmegen (2018-4525). The healthy

donor was a 30-year-old male, as described previously and charac-

terized (Frega et al., 2019; Mandegar et al., 2016). The DS patient

was female and 4 years of age at the time of sampling. Direct

target sequencing showed a missense mutation in the pore

domain of SCN1A (c.4168G>A p.Val1390Met), which was

confirmed in the hiPSC line (see Figure S2A). Peripheral mononu-

clear blood cells (PBMCs) were derived from a blood sample

during scheduled routine diagnostic testing. hiPSC lines were ob-
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tained by episomal-vector-based reprogramming of PBMCs (Taka-

hashi and Yamanaka 2006), and expressed pluripotency markers

and displayed normal karyotype (see Figure S2B). To ensure suffi-

cient quality, hiPSCs were passaged 2 times a week but not more

than 16 times, and hiPSCs were checked for microplasm contam-

ination every 8 passages. hiPSC cells were differentiated into

excitatory cortical Layer 2/3 neurons through doxycycline-induc-

ible overexpression of Neurogenin2 (Ngn2) as described previ-

ously (Frega et al., 2017; Mossink et al., 2021). Neurons were

cultured in a density of 600 neurons/mm2 and co-cultured with

embryonic day 18 rodent astrocytes in a 1:1 ratio to support

maturation.

MEA recording
Spontaneous network activity was recorded using the 24-well MEA

system (Multi Channel Systems, Reutlingen, Germany). Each well

consisted of 12 gold electrodes with a diameter of 30 mm, spaced

300 mm. The network activity was recorded at 37 DIV for 600 s

with a 10 kHz sampling frequency in a recording chamber main-

tained at 37�C/95%O2/5%CO2. The experimental design adhered

to previously published guidelines (Mossink et al., 2021), and

included experiments with a minimum of 12 wells per hiPSC

line across two independent batches. Recordingswere analyzed us-

ing a custom MATLAB (The MathWorks, Natick, MA) script as

described under data comparison and statistics.

Pharmacology
For pharmacological experiments on MEA we used the following

compounds: linopirdine (1.5 mM in MQ, Sigma, no. 105431-72-

9), TTX (1 mM in MQ, Tocris, no. 1069), NASPM (10 mM in

MQ, Tocris, no. 2766), MK 801 maleate (MK-801), (1 mM in

DMSO, Tocris no. 0924), and NBQX (50 mM in DMSO, no.

0373). The DMSO concentration in each experiment remained

below 0.5% v/v.

Single-cell electrophysiology
For single-cell electrophysiology, cells were visualized using an

Olympus BX51WI upright microscope (Olympus Life Science, Cen-

ter Valley, PA) and a DAGE-MTI IR-1000E (DAGE-MTI, Michigan,

IN) camera. Data were acquired through a Digidata 1440-A digitizer

and aMultiClamp700B amplifier (Molecular Devices, San Jose, CA).

The data were sampled at 20 kHz and filtered using a low-pass 1 kHz

filter. Filamented patch pipettes, with open tip resistance of 5–7MU,

were pulled fromborosilicate glass (Science Products, Hofheim, Ger-

many) with a PC-10 micropipette puller (Narishige, London, UK).

Coverslips were placed at the recording chamber continuously

perfused with artificial cerebrospinal fluid (ACSF) containing

124 mM NaCl, 1.25 mM NaH2PO4, 3 mM KCl, 26 mM NaHCO3,

11 mM glucose, 2 mM CaCl2, 1 mM MgCl2 (adjusted to pH 7.4).

The ACSF was maintained constant at 37�C/95% O2/5% CO2. Re-

cordings were not analyzed if series resistance was above 20 MU,

or the series to membrane resistance was lower than a 1:10 ratio.

AP intrinsic properties were measured in current clamp using a po-

tassium-based internal solution containing 130 mM K-gluconate,

5 mM KCl, 10 mM HEPES, 2.5 mM MgCl2, 2 mM Na2-ATP,

0.4 mM Na3-ATP, 10 mM Na-phosphocreatine, 0.6 mM EGTA

(adjusted to pH 7.25 and osmolarity 290 mOsmol). Active intrinsic
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properties were measured using a stepwise current injection proto-

col ranging from �30 to +50 pA, and determined by analyzing the

first action potential that was elicited by the protocol. All intrinsic

properties were analyzed using Clampfit 10.7 (Molecular Devices).

Both sEPSCs and sodium currents were measured in voltage clamp

using a cesium-based solution containing 115 mM CsMeSO3,

20 mM CsCl, 10 mM HEPES, 2.5 mM MgCl2, 4 mM Na2-ATP,

0.4 mM Na3-ATP, 10 mM Na-phosphocreatine, 0.6 mM EGTA

(adjusted to pH 7.2 and osmolarity 304 mOsmol), and recorded in

ACSF at �60 mV. sEPSCs amplitude and frequency were quantified

using an in-house MATLAB script using a threshold-based method.

For sodium current measurements, P/8 leak subtraction was used

andCNQXwas present in theACSF to block all synaptic activity dur-

ing recording. Cells were measured using a stepwise protocol, cell

membrane potential was increased from a holding potential of

�90 mV in 10 mV increments to 60 mV for 100 ms. Peak currents

recorded at the corresponding voltage step were determined using

Clampfit 10.7, and divided by the cell capacitance.
Immunocytochemistry and neuronal morphology
Before immunostaining, cells were fixated with 4% PFA/4% su-

crose for 15 min. Fixated coverslips were washed 3 times, and per-

meabilized with TritonX-100 (0.2%, Sigma-Aldrich, no. T8787) for

10min, followed by 1 h of blockingwith normal goat serum (NGS)

(5%, Invitrogen, no. 10000C). Primary antibodies raised against

Synapsin (1:500, Merck Milipore, no. AB1543P), MAP2 (1:1,000,

Synaptic Systems, no. 188004), and Homer (1:500, Synaptic Sys-

tems, no. 160 011) were diluted in 1% NGS, and incubated over-

night at 4�C. After 10 PBS washes, secondary antibodies diluted

in 1% NGS were incubated for 1 h. Coverslips were washed 10

times with PBS, and stained with Hoechst (0.01%, Thermo Fisher

Scientific, no. H3570) for 10 min, followed by 10 washes. Cover-

slips were mounted in DAKO mounting medium (Agilent, no.

S3023) on microscope slides. Images were taken on a Zeiss Axio

Imager Z2 at 633 magnification, and Fiji was used to quantify

Synapsin/Homer double-positive puncta (Schindelin et al.,

2012). MAP2-stained neurons were digitally reconstructed using

Neurolucida 360 software (version 11, MBF-Bioscience, Williston,

ND). The number of dendrites and dendritic length were quanti-

fied from reconstructed images.
Computational model
Our in silicomodel consists of several existing submodels. Neuron,

synapse, and network parameter values are based on experiments

and literature where possible, and the remaining parameters

were chosen such that the simulations resembled the activity

from control cultures.

Neuron model

We used an HH-type neuron model (Hodgkin and Huxley

1952), with expressions for the rate constants well suited

for cortical pyramidal neurons (Traub and Miles 1991), and

adapted these expressions to experimentally observed single-cell

electrophysiology:

am =
�0:32ðVm � VT � 13Þ

exp

��ðVm � VT � 13Þ
4

�
� 1

;

bm =
0:28ðVm � VT � 40Þ

exp½ðV � VT � 40Þ=5� � 1
;

ah = 0:128 exp

��ðVm � VT � 17Þ
18

�
;

bh =
4

1+exp

��ðVm � VT � 40Þ
5

� ;

an =
�0:032ðVm � VT � 15Þ

exp

��ðVm � VT � 15Þ
5

�
� 1

;

bn = 0:5 exp

��ðVm � VT � 10Þ
40

�
:

Vm is the membrane potential of the neuron. VT allows for adjust-

ing the spike threshold to our experimental data.Maximal conduc-

tances were taken from Traub and Miles (1991). Nernst potentials

and VT were adapted such that the simulated neurons had the

same average resting membrane potential, spike threshold poten-

tial, andAP amplitude as our in vitroneurons (Figure S4). All param-

eter values can be found in Table 1.

Adaptation model. We included spike-frequency adaptation

in every neuron in the form of an additional sAHP current IsAHP,

given by:

IsAHP = gAHPðVm � EKÞ:

The current is modeled as a spike-activated potassium current.

When a neuron exhibits a spike at time t0, we increase the

conductance gAHP with an amount aCa. The conductance then de-

cays with time constant tAHP. The resulting equation for the

conductance is:

dgAHP

dt
= � gAHP

tAHP

+aCadðt � t0Þ;

where the delta function dðt � t0Þ; is zero for tst0 and leads to a

step response at t0 of size 1 (multiplied by aCa). The current might

correspond to slow sodium- or calcium-dependent potassium cur-

rents, but also other fatigue mechanisms. tAHP is the apparent re-

covery timescale of these mechanisms combined, which was cho-

sen in the 2–8 s range found in the literature (Masquelier and Deco

2013;Gerlach et al., 2004). Parameters for the controlmodel can be

found in Table 1.

Noise and heterogeneity. We induced voltage fluctuations in every

neuron, using:

Vnoise = s
ffiffiffiffiffiffiffiffiffiffi
glCm

p
x;

where x is Gaussianwhite noise with zeromean and s the standard

deviation of the resulting noise in the membrane potential. This

noise can mimic synaptic or membrane noise.

We made the neurons heterogeneously excitable by drawing the

amplitude of their constant applied current I from a uniformdistri-

bution between �9.5 and 9.5 pA.

Thus, the resulting neuron equations are:
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Table 1. Overview of the parameters of the control in silico model

Parameter Description Value Unit

Cm membrane capacitance 1 mF $ cm�2

gK maximum delayed rectifier potassium

conductance

5 mS $ cm�2

gNa maximum voltage-gated sodium conductance 50 mS $ cm�2

gl leak conductance 0.3 mS $ cm�2

EK Nernst potential of potassium �80 mV

ENa Nernst potential of sodium 70 mV

El Nernst potential of the leak current �39.2 mV

VT potential to adapt spike threshold �30.4 mV

aCa strength of sAHP 0.0035 nS

tAHP recovery timescale of sAHP currents 6 s

s standard deviation of the noisy input 4.1 mV

gAMPA maximal conductance of AMPA 0.2808 nS

gNMDA maximal conductance of NMDA 0.0981 nS

EAMPA Nernst potential of AMPA 0 mV

ENMDA Nernst potential of NMDA 0 mV

aNMDA multiplicative constant of NMDA dynamics 0.5 kHz

tAMPA decay time for AMPA synapses 2 ms

tNMDA;decay decay time for NMDA synapses 100 ms

tNMDA;rise rise time for NMDA synapses 2 ms
dVm

dt
=

1

Cm

�� gK n
4ðVm � EKÞ � gNam

3hðVm � ENaÞ
� glðVm � ElÞ + I + IsAHP

�
+Vnoise;

dn

dt
= anðVmÞð1 � nÞ � bnðVmÞn;

dm

dt
= amðVmÞð1 � mÞ � bmðVmÞm;

dh

dt
= ahðVmÞð1 � hÞ � bhðVmÞh:

Synapses and plasticity
EPSCs in vitrohad bothAMPA andNMDAcomponents.We added a

synaptic current Isyn to the HH equations:

IsynðtÞ = IAMPAðtÞ+ INMDAðtÞ:

AMPArs are modeled as an ohmic conductance gAMPA multiplied

with the difference between the membrane potential Vm of the

post-synaptic neuron and the Nernst potential EAMPA of the

AMPA channels (Roth and van Rossum, 2013). NMDAr-mediated

conductance also depends on the post-synaptic voltage, caused

by blocking of the pore of the NMDAr by a magnesium ion.

When the cell depolarizes, the magnesium block is lifted. The

fraction of unblocked channels is fitted to:
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uðVmÞ =
1

1+e� aVm ½Mg2+�o
�
b
;

where Vm is the membrane potential of the post-synaptic neuron

and ½Mg2+�o is the extracellular magnesium concentration, which

we took to be 1 mM as in Jahr and Stevens (1990). We set a =

0.062 mV�1 and b = 3.57 mM (Jahr and Stevens 1990). We

assumed that the magnesium block changes instantaneously

with voltage and is independent of the gating of the channel.

The synaptic conductances can be modeled as maximal conduc-

tances of all the AMPA and NMDA channels, gAMPA and gNMDA,

respectively, times the fraction of open channels. The fraction

of open NMDA channels is the sum of the fractions of open

channels per synapse with pre-synaptic neuron j, sNMDA
j , multi-

plied with the synaptic weight from pre-synaptic neuron j to

the post-synaptic neuron wj. The equations for both synaptic cur-

rents are thus given by:

IAMPA = gAMPAðVm � EAMPAÞ
XNE

j = 1

wjs
AMPA
j ;

INMDA = gNMDAuðVmÞðVm � ENMDAÞ
XNE

j = 1

wjs
NMDA
j :



The fraction of open channels is given by:

dsAMPA
j

dt
= � sAMPA

j

tAMPA

+
X
k

d
�
t � tkj � D

	
;

dsNMDA
j

dt
= � sNMDA

j

tNMDA;decay

+aNMDAx
NMDA
j

�
1 � sNMDA

j

	
;

dxNMDA
j

dt
= � xNMDA

j

tNMDA;rise

+
X
k

d
�
t � tkj � D

	
:

Here, xNMDA
j is an auxiliary gating variable for NMDA, and aNMDA

is a multiplicative constant. The fraction of open channels in-

creases every time the pre-synaptic neuron spikes at time tkj .

tNMDA;rise and tNMDA;decay are the rise and decay times for the

NMDA synapses and tAMPA the decay time for AMPA synapses.

These equations and the values for the time constants were taken

from Masquelier and Deco (2013). We neglected the AMPA rise

time because it is very short (Masquelier and Deco 2013). D is a

conduction delay. All synaptic weights are multiplied with a syn-

aptic scaling factor S. We took synaptic weights wij from a normal

distribution with a mean of 1 and a standard deviation of 0.7. We

set values below 0 to 0, and values above 2 to 2. This caused

about 1 in 15 synapses to perish. Other parameter values can

be found in Table 1.

STD. All synapses are modulated by STD. We used the phenome-

nological model proposed by Markram et al. (1998). The model is

based on the concept of synaptic resources, of which only a frac-

tion, x, is available. The synaptic weight wj is multiplied with xj,

where xj obeys:

dxj
dt

=
1 � xj
tD

� Uxj
X
k

d
�
t � tkj � D

	
;

where tD is the time constant of STD, set to be 813 ms (Markram

et al., 1998). U is the strength of STD, set to U = 0.015 (Markram

et al., 1998).

Network properties
We constructed a sparsely connected network of N = 100 neurons.

Neurons were randomly connected with a connection probability

of 30%. Neurons were placed on a grid, allowing for the inclusion

of distance-dependent conduction delays and virtual electrodes.

Every virtual electrode measured the weighted sum of the mem-

brane potential of the surrounding neurons, mimicking MEA

measurements.

Simulations
Simulations were performed with the Brian2 simulator (Stimberg

et al., 2019) in a Python 3.9 environment. Differential equations

were integrated using either the exponential Euler or Euler forward

method. To account for noise with these procedures, we kept the

noise term constant over the timestep, where this noise term is

as described in the noise and heterogeneity section, but x is re-

placed by a random number drawn from a normal distribution

and divided by Odt. This way, we implemented the Euler-

Maruyama scheme. To mimic the in vitro measurement time and

sampling frequency, simulations were 650 s long, with a timestep

of 0.1ms, where the first 50 s were discarded as transient.We simu-

lated 12 networks per condition with different connectivities,
initial synaptic weights, and neuron heterogeneity, to mimic the

12 experimental wells. We validated the computational model by

comparing the effects of pharmacological intervention in vitro

and in silico. In vitro, we blocked potassium channels, sodium chan-

nels, AMPArs, and NMDArs using the inhibitors described under

pharmacology. In silico, we simulated 650 s of basal network

behavior in 30 networks. Then, we halved the conductance of

the sAHP current in 8 of these networks, blocked all sodium chan-

nels in 8 networks, blocked NMDArs in 10 networks, and blocked

AMPArs in four networks, and simulated for 650 s.

Data comparison and statistics
Data obtained from in vitro and in silico ‘‘MEA’’ recordings were

handled identically. Signals were filtered between 100 and

3,500 Hz using a fifth-order Butterworth filter. We detected APs

using an amplitude threshold-based method, where the threshold

was 4 times the root mean-square of the electrode signal. NB

detection started when the total spike rate remained above a

threshold (1/4th of the maximum spike rate) for 60 ms, and

stopped when the spike rate dropped below a second threshold

(1/100th of the maximum spike rate). The NB was excluded if

more than 80% of the spikes originated from a single electrode.

We defined three features that were representative of network

behavior and the differences between the control and DS network

phenotypes, which were the NBR in NBs per minute, the NBD in

seconds, and the PSIB.

We performed statistical analysis using GraphPad Prism 5

(GraphPad Software, San Diego, CA). We ensured normal dis-

tributions using a Kolmogorov-Smirnov test. When normality

was not ensured, non-parametric testing using a Mann-

Whitney test was performed. Equal variances of the to-be-

compared groups were ensured using Levene’s test. When

comparing two means of distributions with unequal variances,

a Welch’s t test was performed. When equal variances and

normality were ensured, a Student’s t test was performed.

For multiple comparisons, we used one-way ANOVA with Bon-

ferroni correction. For repeated measures (model validation)

we used a mixed-effect model with Geisser-Greenhouse correc-

tion for unequal variability of differences and Bonferroni test

for multiple comparisons. To compare groups with measure-

ments at multiple conditions, we used a two-way ANOVA

with Geisser-Greenhouse correction. p values <0.05 were

considered significant in all cases. All summary data, statistics

and p values can be found in Table S1.
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Figure S1: The effect of sodium channel modifications on the in silico neuron and network
activity.
A) The effect of increasing the different modification parameter values (supplemental equations
1-5) on the excitability of the neuron. B) Representative raster plots showing 100 seconds of
spontaneous activity of control and DS networks in vitro, with black lines indicating detected NBs.
C) Representative raster plots showing simulations with the control in silico model as it is and
when sodium channel modifications are made that result in hypoexcitable neurons (hypo) and
hyperexcitable neurons (hyper). D) Quantification of the Network Burst Rate (NBR), Network
Burst Dutation (NBD), and Percentage of Spikes in Network Bursts (PSIB) of the parameter space
exploration with sodium channel modifications. NBD and PSIB are reported against the NBR from
the corresponding simulations. The NBD in control never exceeded the NBD in DS networks with
low NBR values, and the PSIB never decreased.
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Figure S2: In silico simulations with 10.000 neurons result in a PSIB more comparable to
control in vitro observations
A) Representative raster plots showing 100 seconds of simulated activity from the control in silico
model with 100 neurons (left) and with 10.000 neurons (right). B) Voltage recordings from the
virtual MEA electrodes showing an NB (marked below) in a simulation with 100 neurons (left) and
with 10.000 neurons (right). C) Voltage recording from MEA electrodes showing an NB in an in
vitro control network. D) The membrane potential of single neurons during an NB in a network
simulation with 100 neurons (left) and 10.000 neurons (right). Due to the high synaptic input,
neurons in the 100-neuron network go into depolarization block, resulting in MEA recordings with
low-amplitude voltage fluctuations at the start of an NB. E) Quantification of Network Burst Rate
(NBR), Network Burst Duration (NBD), and Percentage of Spikes in Network Bursts (PSIB) for 12
wells in vitro (600 s recordings) and 12 simulated networks per model in silico (600 s simulations
with N=100 networks, and 150 s simulations with N=10.000 networks). Data represent mean ±
SEM, ns P>0.05, ** P<0.005, **** P<0.0001. Means were compared with a two-way ANOVA with
Bonferroni correction for multiple testing.
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Figure S3: Mutation verification and pluripotency quantification.
A) Chromatogram of sequencing results depicting the heterozygous missense mutation
c.4168G>A p.Val1390Met in SCN1A B) Quantitative real time PCR of pluripotentcy markers in
hiPSCs relative to PBMC (perepheral mononuclear blood cells). Delta ct levels of octamer-binding
transcription factor 3/4 (OCT3/4), SRY-box 2 (SOX2), DNMT3B, and LIN28, using glucuronidase
beta (GUSB) as housekeeping gene, displayed as the relative gene expression normalized to
GUSB levels.
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Figure S4: Comparison of in vitro and in silico intracellular AP waveshapes.
A) Representative AP shapes measured in vitro using current-clamp (grey), and recorded in silico
(black). B) Quantification of the resting membrane potential (Vrmp), spike threshold potential, and
the AP amplitude relative to the threshold, for 20 in vitro neurons and 20 in silico neurons where
the first elicited AP was analysed. Data represent mean ± SEM. ns P>0.05, Mann-Whitney test
was performed between two groups.



Supplemental experimental procedures

In silico sodium channel modification
To model the hypothesized changes in the sodium channel functioning in DS networks, we used
a modification of the HH model that permits alteration of the activation, inactivation, conductance,
and voltage sensitivity of the sodium channel. To model a shift to a persistent sodium current, we
added a sodium current with infinitely fast activation m∞ and slow inactivation hp. The maximum
persistent sodium conductance ḡNap was set to 0.1 mS · cm−2. We incorporated the parameters
γNa, γNap, γτm, γτh, γαm, γαh, γβm, γβh, ∆Vm and ∆Vh into the HH equations:

dVm

dt
=

1

Cm
(−ḡKn

4 (Vm − EK)− γNa(1− γNap)ḡNam
3h (Vm − ENa)− ḡl (Vm − El) (1)

− γNapḡNapm∞hp(Vm − ENa) + I + IsAHP + Isyn) + Vnoise,

dn

dt
= αn (Vm) (1− n)− βn (Vm)n, (2)

dm

dt
= γτm(γαmαm (Vm −∆Vm) (1−m)− γβmβm (Vm −∆Vm)m, (3)

dh

dt
= γτh(γαhαh (Vm −∆Vh) (1− h)− γβhβh (Vm −∆Vh)h, (4)

dhp

dt
= αh (Vm) (1− hp)−

4

1 + exp[(Vm − VT − 40)/5]
hp, (5)

where γNa modulates the maximum conductance of the sodium channels, which is analogous
to altering the expression levels of the channel. γτm and γτh scale both rate constants α and β
with the same factor so that effectively, the time constants, τi = 1

αi(Vm)+βi(Vm) of the i = m and
i = h gate respectively, are scaled by 1/γτi, while leaving the steady state, i∞ = αi(Vm)

αi(Vm)+βi(Vm)

unaffected. The kinetics of the sodium channel can also be modified by altering the rates of acti-
vation and deactivation of both them and h gate individually using γαm, γαh, γβm and γβh, leading
to changes in both time constants and steady-states. The parameters ∆Vm and ∆Vh simultane-
ously shift the voltage sensitivity of both rate constants of the m and h gate, respectively. ∆Vi >
0 corresponds to a depolarizing shift in the voltage dependency and ∆Vi < 0 to a hyperpolar-
izing shift. An increase in γNap models shifts the balance between the regular and persistent
sodium current towards the persistent current. Note that γNa only increases maximal conduc-
tance of the regular sodium current. The control sodium channel model has parameter values
γNa = γτm = γτh = γαm = γαh = γβm = γβh = 1 and γNap = ∆Vm = ∆Vh = 0. We performed
a parameter space exploration with these 10 parameters in order to map the possible effects of
sodium channel modifications on the network dynamics.
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