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SUPPLEMENTARY METHODS

Heckman correction of phenotypic associations

As additional proof of concept for Heckman correction with the nonresponse (NR) factors
we evaluate correction of phenotypic associations. Specifically, we correct association of
fluid intelligence (FI) with use of paracetamol (UKB fieldID 20003, response code
2038460150), height (UKB fieldID 50), and leg fat percentage (UKB fieldID 23111) at
baseline assessment. We choose these three variables since they did not themselves allow
item nonresponse and each shows significant phenotypic association with FI that we might
expect to be at least partially artifactual. For these phenotypic associations Heckman
correction was implemented in the Python “"statsmodels" package, with the sign of
Heckman’s A reversed to remain consistent with the normal specification of Heckman
correction.

The predicted selection likelihood for FI based on NR factors, missingness-related
variables, and covariates (Methods) is strongly associated with FI in the models with
paracetamol (Heckman A coefficient=2.874[0.042]), height (4 coefficient=2.810[0.042])
and leg fat (A coefficient=2.913[0.043]). In all three cases Heckman correction leads to
substantially reduced estimates of the association with FI (uncorrected regression beta=-
0.228[0.019], corrected regression beta=-0.069[0.0183] for paracetamol; uncorrected
beta=0.030[0.001], corrected beta=0.018[0.001] for height; uncorrected beta=-
0.022[0.001], corrected beta=0.004[0.001] for leg fat). This is consistent with our
hypothesis that at least part of the observed phenotypic association of FI with these
variables is attributable to bias from nonrandom missing data.

Heckman correction of GWAS with only nonresponse factors

To evaluate how sensitive the Heckman-corrected GWAS results for Fl are to the choice
of selection model, we also perform GWAS of FI using a selection model that includes
only the nonresponse factors and covariates (i.e. omitting health and SES-related
variables).

The first stage selection model shows somewhat weaker power to explain the missingness
after omission of the health and SES variables (pseudo-r2=0.027). The resulting
missingness prediction is then more weakly associated with FI (Heckman A
coefficient=1.420[0.052], p=2.08x101%4). Heckman corrected GWAS of FI with this
reduced selection model (N=92532) shows smaller differences from uncorrected GWAS
of the same samples. Genetic correlation between the corrected and uncorrected GWAS


https://github.com/statsmodels/statsmodels/blob/92ea62232fd63c7b60c60bee4517ab3711d906e3/statsmodels/regression/heckman.py

minimally differs from 1 (rg=0.9991[9.22x10°], p=8.17x10-?3 for test of rg=1). Among
significant loci, 11 of the 14 lead SNPs from the uncorrected GWAS remain genome-wide
significant in the Heckman-corrected GWAS, with limited attenuation in estimated effect
sizes (Deming regression slope = 0.987[0.005], p=0.0139 for test of slope=1; Suppl. Tab.
14). Genetic correlations of FI with PNA and IDK are also modestly reduced in this
Heckman-corrected GWAS (uncorrected GWAS rg=-0.40[0.04], corrected rq=-0.37[0.04]
for PNA; uncorrected GWAS rg=-0.27[0.03], corrected rg=-0.24[0.03]).

Overall, the impact of Heckman correction on GWAS of Fl is much smaller when the
selection model is restricted to only NR factors and covariates. On the other hand, the
impact of the Heckman correction (e.g., smaller assocaitons with of top hits, reduced rq
with PNA and IDK) largely follows similar trends, just with weaker magnitude. This may
indicate that correction of GWAS with only the current NR factors is underpowered,
consistent with the weaker pseudo-R? of the selection model, and thus stronger modeling
of nonresponse behavior is required to fully address bias from nonresponse in GWAS.

Interpretation of Heckman correction results

Although it is tempting to adopt the results of GWAS with Heckman-correction as
definitive new GWAS estimates, that would be premature for the current preliminary
results for FI. We anticipate that there are a number of caveats to the interpretation of
GWAS with Heckman correction that will need to be addressed before fully embracing
Heckman-corrected GWAS results as the primary GWAS for any given phenotype.
Instead, we evaluate the current results as a proof of concept for the potential impact of
missingness corrections on GWAS, with a focus on qualitative trends rather than specific
quantitative results. We elaborate here on the caveats that will need more careful evaluation
before being adopted in applied analyses.

First and foremost, Heckman correction provides no guarantees that the resulting
regression estimates will be unbiased. The two step Heckman estimator only corrects for
missingness that can be explained by observed variables. In other words it addresses the
possibility of data being missing at random (MAR?; e.g., ¥ # 0 in Fig. 1) but not missing
not at random (MNAR; 6 # 0 in Fig. 1). By extension, the effectiveness of the correction
depends on power in the selection model, and thus will be affected by sample size, error in
predictor variables, and availability of data for desired auxiliary variables, among other
features.



Relatedly, the components of missingness-related bias that will be corrected by the
Heckman estimator (in full or in part) will depend on the content of the selection model.
This implies that there may be some risk of collider bias? or other confounds being
introduced by misspecification of the selection model. Given that missingness-related bias
can be thought of as a form of collider bias?, future work will likely need to focus on best
practices for constructing the selection model in the context of GWAS in order for
Heckman correction to be a viable solution for future GWAS.

Given these uncertainties, we focus on Heckman correction results as an indicator for the
possible presence of missingness-related bias and initial evidence for the direction of that
bias. The test of the coefficient for Heckman’s A in the response regression provides a
direct test of whether the modeled selection is informative to the phenotype. If Heckman’s
A suggests the presence of nonrandom missingness then there’s at least the potential for
bias in the results of uncorrected GWAS (or other regression). In that case, comparison of
the corrected and uncorrected results can provide at least qualitative information on the
possible direction of the bias, even if the resulting corrected estimate isn’t fully unbiased.
Evaluating the sensitivity of the implied direction of bias to the choice of Heckman
selection model variables may also help with evaluating concerns about biases induced by
the specification of the selection model as described above.

Finally, we note that Heckman correction isn’t the only possible method for correcting bias
from nonrandom missingness. Alternative approaches using sampling probabilities?, full
maximum likelihood models for the missingness mechanism®, or other instrumental
variable-based adjustments® all have potential for addressing nonrandom missingness.
Evaluation of these methods in the context of GWAS will need to balance their
effectiveness for bias correction with their computation complexity, data requirements, and
ease of model specification, including for potentially complex missingness mechanisms.
We’re hopeful that future work will provide stronger recommendations about how to best
address bias from missing data in GWAS.



SUPPLEMENTARY DISCUSSION

Frequently Asked Questions (FAQ)

Background/Motivation

1. This study focuses on “item nonresponse”. What is “item nonresponse”?
When no substantive answer is provided by a study participant in a questionnaire, such as
an “I don’t know” response, researchers call this ‘item nonresponse’. In relation to its
observability as a behavior, item nonresponse highlights the complex interaction between
analyzing survey designs for questionnaires and a respondent’s cognitive processes. Item
nonresponse can be thought of as an intermediate on a scale between providing complete
information and complete nonparticipation. In this study, item nonresponse was recorded
through a participant’s propensity to respond with “Prefer not to answer” (PNA) or “I don’t

know” (IDK) to survey questions distributed by the UK Biobank.

2. What are the goals of this study? | Why did you do this study?
The goal of this study was to use genetic information to better understand item nonresponse
behavior. Item nonresponse has relevant implications related to both behavioral choices
made by study participants and to statistical concerns over missing data in research.
Nonresponse behavior has also been correlated with some heritable traits such as health
status and educational attainment in addition to other psychological and personality traits
such as low self-confidence. Moreover, these individual differences in item nonresponse
rates could be related to the questionnaire content itself or that characteristics of the study

population.

Similar participant patterns are observed for study participation and item nonresponse. For
example, participants with lower educational attainment are more likely to drop out of a
study. Lower study participation is seen in participants that have high levels of mental
distress or heavy alcohol consumption, meaning participants with some of these
characteristics tend to be underrepresented in health research. Therefore, addressing

concerns about the generalizability of statistical evaluations made in studies may be



improved through a better understanding of item nonresponse behaviors. Identifying a
genetic component of item nonresponse behavior could then help model studies around

genotyped samples with data that is missing not at random.

There have been many studies focused on the genetic components of participation in
scientific studies. The genetic underpinnings of item nonresponse behavior, however,
remains mostly unknown. This study could provide insight about genetic variants
associated with cognitive processes involved in item nonresponse. This study could also
help establish a basis for further evaluating the impact of nonresponse bias on GWAS

(see question 3 for a definition of GWAS) of other disorders or traits.

3. What is a GWAS?
GWAS stands for genome-wide association study. GWAS is a widely used, established
approach that allows scientists to test millions of genetic markers across the genome for
associations with a specific trait systematically. Genetic differences among people can then
be statistically analyzed to see, on average, which differences are associated with a certain
outcome. For example, GWAS can be used to determine whether a particular DNA base

(e.g., a G) at a specific location is associated with item nonresponse behavior.

4. What are SNPs?
SNPs stands for single-nucleotide polymorphisms — or places on the human genome where
people normally have different base pairs (e.g., an A-T) or alleles. We look at any given
SNP location on a chromosome — one chromosome is inherited for each parent. Therefore,
we have inherited one allele at an SNP from each parent, meaning we would have two
alleles total. Sometimes the two alleles are the same from each parent, sometimes they are
different. These alleles can then be statistically evaluated by scientists for associations with
certain characteristics, for example item nonresponse. SNPs evaluated through GWAS are

normally only included if they are measurable with a high level of accuracy.

5. Who conducted this study?



The authors of this study are made up of scientists from universities, research institutes,
and hospitals in the United States, Finland, Italy, Scotland, Sweden, and the Netherlands.
The authors designed this study to help better understand genetic analyses in relation to

nonresponse behaviors in survey research.

Findings

1. Did you find the genetic basis of nonresponse behavior?
We found a few places in the human genome that are highly associated with item
nonresponse behavior. Each of these locations is associated with nonresponse, but their
impact on biological processes is unknown and there is no evidence that they directly shape
nonresponse in any way. While we identified these handful of locations, we did not
discover a strong overall genetic component to item nonresponse behavior. There are no

strong genetic predictors of item nonresponse behavior.

2. What else did you find?
In addition to the results highlighted above, we were also able to show preliminary
evidence that nonresponse may contribute to overall biases in genetic signals from a
GWAS. Future researchers may wish to investigate this finding further, especially as we
continue to understand the way that different selective mechanisms like nonresponse may
affect overall GWAS results.

3. Do genes dictate the choices we make? Are people biologically predetermined

to not respond to surveys?
Like with many other complex social behaviors, there is evidence of an association with
genetic variants. But this does not in any way mean that “genes are destiny.” Rather, these
small numbers of locations in the genome, in combination with social and environmental
factors, are associated with an outcome like nonresponse behavior. Genes do not dictate
the choices we make when responding to surveys, nor are individuals determined to

respond to surveys in a particular way.



4. What are some limitations of this study?
This study included data from the UK Biobank, a health resource whose purpose is to
improve the prevention, diagnosis, and treatment of a large variety of illnesses. Screening
of cohort data for this study allowed for the final inclusion of about 360,000 people of
European ancestry between the ages of 40 and 69. Both the ancestry and age biases in
relation to the cohort demographics illustrate that this sample is not representative of the
general population. This means that the study findings may not be applicable to people in

other demographic categories (e.g., other ancestry groups).

Ethical & Social Implications of this Study

1. What are the ethics of studying item nonresponse? What does studying item
nonresponse have to do with participant consent?
Participant consent is a crucial aspect of ethical research conduct. A participant may reflect
their right to voluntarily not respond or engage in some aspects of a study in the form of a
nonresponse to certain questionnaire items. This is especially true if participants actively
select “prefer not to answer”. Therefore, ethical consideration must be taken into account
when attempting to evaluate how to study nonresponse without violating a participant’s

consent at the item level and the study level (informed consent).

There can be some ethical harm from ignoring the sources of missing data in research. The
consideration of missingness is essential to identify the ways in which a study may not be

representative of a population and could produce biased and ungeneralizable results.

2. How was the participants’ consent obtained for this study?
Participants in the UK Biobank consented to having their deidentified data used in
research “...that can support a diverse range of research intended to improve the
prevention, diagnosis and treatment of illness, and the promotion of health throughout

society” (https://www.ukbiobank.ac.uk/media/05ldglez/consent-form-uk-biobank.pdf).



https://www.ukbiobank.ac.uk/media/05ldg1ez/consent-form-uk-biobank.pdf

There is no ability to link names or exact living locations of study participants to individual
data in the UK Biobank. Further, because item nonresponse behavior is highly related to a
number of health and health behavioral outcomes, the study is within the scope of
appropriate uses of the data, which is included in our UK Biobank application 31063.

Nevertheless, because of the sensitive nature of this topic, we also sought permission for
the specific scope of this paper (i.e., “to also study response rates and response
characteristics (e.g., how often a response is left unanswered) and to examine whether there
are any genetic factors that correlate with these response phenotypes”), which the UK

Biobank granted under the same application.

Finally, we wished to also seek review of the project under our local Institutional Review
Boards (IRBs). The details of those reviews can be found in our Ethical Approval
Statement in the Methods.

3. How did this study protect participants’ right to privacy?
In survey research, a participant’s right to voluntarily not take part of a study is a critical
component of ethical research, especially when respondents may choose not to answer
questions about sensitive topics, like those about sexual orientation or mental health.
Therefore, studying nonresponse takes careful consideration to ensure there are no

breaches of this important contract between respondents and researchers.

In this paper, we evaluate group trends in overall item nonresponse. As we do this, we
avoid exploring nonresponse behavior to single questions, and thus assure that no
information can be used to associate results with any particular respondents, who
themselves of course are already non identifiable due to the nature of data collection in the
data we use. At one point in our study, in order to ensure that we are in fact avoiding
analyses at the item level, we analyze a question about whether or not respondents
remembered having a painful sunburn as a child, but we intentionally select this question

as one that is socially less sensitive than other selections we may have picked.



Our analyses reflect a general behavioral tendency for someone to choose not to respond
to survey items. Importantly, they are not reflective of nonresponse to any single, specific
item. And to reiterate, no attempts were made to draw inferences about individual item-

level responses in this study.
4. Could future researchers explore nonresponse behavior to single questions?

The ethical considerations in our study only apply to this specific study, and so it is possible
that future research could head in this direction. However, such work would likely not be
fruitful, given the low predictive power of overall nonresponse behavior at the individual-
person, individual-item level. We very much encourage our colleagues to continue to
remain vigilant to the ethical challenges surrounding genetics and nonresponse in all areas

of this research domain.

5. Should public officials, policy makers, insurers, or health care professionals
use the results of this study to make decisions?

No. Attempting to understand the causes of nonresponse has been a long-term concern for
survey-based research. The factors that were generated for analysis in this study can be
thought of as illustrating general behavior tendencies for those who choose not to respond
to one or more survey items. These factors are designed solely for research use and are not
a reflection of nonresponse to any specific, single item. The overall predictive power of
our results are very small and are not directly transferable to other groups or datasets. Our
results should not be used to meaningfully create policies or make decisions about

particular individuals or groups of people.

10



SUPPLEMENTARY FIGURES

Distribution of PNA or IDK per participant
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Supplementary Figure 1. Distribution of PNA and IDK per participant in the full
UKB cohort

The plot highlights descriptives for different nonresponse behavior of participants in the
PNA and IDK analyses. While 91% of the complete N=360,628 analytic sample reported
no PNA throughout the UKB questionnaire, 33% reported no IDK throughout the UKB
questionnaire. In other words, 9% of the sample preferred not to answer at least one
question, whilst 67% of the same sample didn’t know how to answer at least one question
of the touchscreen questionnaire in UKB.
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Proportion of participants who chose "Prefer not to answer"
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Supplementary Figure 2. Distribution of item nonresponse across 109 UK Biobank touchscreen questionnaire questions

Percentage of participants who chose the option “Prefer not to answer” (panel a) or “I don’t know” (panel b). Questions have been
ordered in the same order as they appeared in the questionnaire. The lines represent the fitted values from a negative binomial regression
of the counts of PNA and IDK. Questions annotated are those with the highest number of nonresponses. 1: “How often do you drive
faster than the speed limit on the motorway?”, 2: “Does your partner or a close relative or friend complain about your snoring?”, 3:
“Were you breastfed when you were a baby?”, 4: “Before the age of 15, how many times did you suffer sunburn that was painful for at
least 2 days or caused blistering?”

12



B
=l
et 2340
sjulp J04
EX RS

ayequl Adjjnogd
Feju JE3W passainld
uj 4l
me:_ 03N wjgquue
el Ja=g
12Ip uj uopgeLEp
e oy
wumw..__ h_..___.___._.; g
23equl 1iny ysa1y
Fyequ| 3|gqeizian mey
23Ul 21qei=ban pasood
».H_w OB

ep Bunp de
Bujuiow uy dn Buiag
ualjeinp das|g

1 Ijssalssaldas)
Blish 5e, ===191s
winquns pooyo|iyy
Burjows Au31iny
m.._uEmMEv_aEm d
2zls Jyfiay aneledwg,
3Z|5 w?u%_w:_u ._m%_._._....uu
Ingjol ey
Ageq e se pajisealg

353U 13
83119 18 Aigtinory
Bl e se pandopy

JULE] UIYS Jo 3583
NG| Ulys

131U
0 f9In]13ey

pIsouoep sa329e10

wmwn.._um__u._.u!mu.

[UEET R hwﬁhmu amog
sudEIpaLW bulyey
PasOUBEID UDIpUED (B3PS R
ured 353
w.m.._m_._u“___._n _w__m_
uo33304d AnfUns jo
m.umu Jul = =h

el yjjesy jjelas
sawed J2ndwod sfe|g
wEv_n..._En 1e3)

121121 ujed 10y ugijed|paly
51124 =23y
paauaUadxs adiy uied
swia|qoud [euag

210 535835
R T
swi2gold 243
wwmwm_.mw_m&_..__a._

:wEwmm_._m mww_
M:UEU ns sju Em__:Eu_E
wEmEm.__._m Anaa

i

E:_._mraummwm.aucw:uw._u_

w_bm_
e 3Asd 10y 45 Usag
JpYUod 01 2|qy

b |51

mww___._ _w&mm.._as._wz
SRAUIU, Woly J3yns
shujjaa) Ao
Buyey ysiy

shl| 3= AJin
mm.ﬂ____&%__. 2
shu|[2a) snopuy
shuljaz) Ajajysuas
wmh.___ EJIL

1|22 dn-pady
553035
SOUIMS pOO

SSIUPII]

SB(JALDE |B|305/3IN513]
AT

SR R

IZJUIM UT SI00pING W)

J3UWUNS U s1ooping 2011
By 37Em S|

% olDIy)
Hous

Buiang awL

Jd Buisn 2L

WE__ _wan_m M;m—.._wu_ J3]58) A
|AI13E |3 EREELNN
i 207 pinia

3_;_w__u._m _mu_:am.._Enu_b
jany buneayiuryaod
UQIIEDO LU LIO 32

553 uﬂm JUSLNTIE 3wWp
sn3eYs JuwAopdug
suoiEdUIEND

T T T T _ _ _ 1
T 21T 0T 80 90 ¥#0 Z0 00

wblay

13

The dashed line at height 0.500 is the cut point that allowed us to reduce the number of questions to keep in the analysis.

Supplementary Figure 3. Dendrogram of residuals from Factor Analysis with one factor for PNA
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Supplementary Figure 4. Dendrogram of residuals from Factor Analysis with one factor in for IDK

The dashed line at height 0.775 is the cut point that allowed us to reduce the number of questions to keep in the analysis.
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Supplementary Figure 5. Bar graph of factor loadings for questions in the PNA Exploratory Factor Analysis

The plot represents the loading strength of each question on the latent factors in the Exploratory Factor Analysis with a Bi-factor
model in the “Prefer Not to Answer” analysis.
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Supplementary Figure 6. Bar graph of factor loadings for questions in the IDK Exploratory Factor Analysis

The plot represents the loading strength of each question on the latent factors in the Exploratory Factor Analysis with a Bi-factor
model in the “I Don’t Know” analysis.
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Supplementary Figure 7. Density plots of factor scores from the Confirmatory
Factor Analysis for both PNA and IDK.

The plot shows the densities of the factor scores for the general latent factor from the
Confirmatory Factor Analysis for both PNA and IDK in the touchscreen questionnaire in
UKB. Factor scores for PNA mostly clustered around 0, while factor scores for IDK were
more sparse, with less values clustered around 0.
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Supplementary Figure 8. Path diagrams for Genomic Structural Equation Models
(SEM).

Example path diagrams for analyses of (a) residual h2 of nonresponse conditional on
socioeconomic variables educational attainment (Edu.), household income, and regional
social deprivation (Dep.); (b) conditional genetic correlation of nonresponse with other
traits controlling for socioeconomic variables; (c) difference in genetic correlation of PNA
and IDK with other traits; and (d) genetic correlation of nonresponse with other traits after
controlling for the other nonresponse type (e.g. here IDK-adjusted PNA). The difference
in genetic correlations with IDK and PNA was tested based on the misfit of the depicted
model with rq constrained to be equal (panel c). All other models tested for the indicated
parameter.
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Supplementary Figure 9. Adjusted vs unadjusted genetic correlations between PNA/IDK factors and other heritable traits,

adjusted for SES.

Comparison of the genetic correlation between PNA in panel a and IDK in panel b with other heritable traits, before and after (x and y
axes, respectively) adjusting for Socioeconomic Status (SES), namely income and educational attainment, using Genomic SEM. Dots
on the bisecting line suggest that the genetic correlation between PNA/IDK and other traits, after subtracting the effect of
socioeconomic confounders, remains unchanged. Darker dots are those significant after a multiple hypothesis testing correction

(a=0.05, N traits=654). The red lines are regression lines, interpolating the dots.
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Supplementary Figure 10. Adjusted vs unadjusted genetic correlations between PNA/IDK factors and other heritable traits,
adjusted for IDK/PNA, respectively

Comparison of the genetic correlation between PNA in panel a and IDK in panel b with other heritable traits, before and after (x and y
axes, respectively) adjusting for PNA/IDK, respectively using Genomic SEM. By adjusting for PNA/IDK we remove the effect of
PNA from IDK, and vice versa. Dots on the bisecting line suggest that the genetic correlation between PNA/IDK and other traits, after
subtracting the effect of the other nonresponse trait, remains unchanged. Darker dots are those significant after a multiple hypothesis
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testing correction (« =0.05, N traits=654). The blue lines are regression lines, interpolating the dots. Since the line in panel a is closer
to the bisector line, this suggests that most of the genetic correlations between PNA and the other traits remained unchanged, both
before and after subtracting the effect of IDK.
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