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Supplementary Material 

 

Fig S1: Sample distributions of the features selected by the prediction model, related to Figure 

1. 

(a) The sample distributions for ANF (b) The sample distributions for ANHbA1c 

 

Fig S2: Change in power of the test as a function of sample size, for fixed effect sizes, related 

to Figure 1. 

 

Fig S3: Concept diagram of our proposed model. Replace leave-one-out with 4-fold stratified 

cross validation for the model using Random forests and boosting algorithms, related to Figure 

2. 



 

Fig S4: ROC curve for early prediabetes prediction using tree-based methods, related to Figure 

2. 

 

Fig S5: Variation in the mean stratified 4-fold cross validation accuracy as a function of the 

lasso regularization hyperparameter C for the final model. Maximum CV-accuracy of 0. 8554 

is obtained for C=0.0798, related to Figure 2. 



 

 

 

 

 

 

 

 

 

 

 

Fig S6: ROC curve for early ppIFG prediction using LR, related to Figure 2.  



SHAP Summary plots 

Fig S7: Decision tree model SHAP summary plot, related to Table 4. 

 

Fig S8: lightGBM model SHAP summary plot, related to Table 4. 

 

Fig S9: Calibration plot of the selected LR model, related to Figure 2. 

 



 

 

Fig S10: Standard letter format for postpartum screening to all GDM women issued from the 

Diabetes clinic, GEH-NHS Trust, UK, related to Figure 1. 

 



 


