
Supplementary Material 1: Systematic review eligibility criteria  
Study 

Component 
Inclusion Exclusion 

Population • All non-lesion dermatological disease (including skin, hair, 
and nail). 

• All levels of disease severity 
• Any age 
• Any ethnic group 
• Any skin type 
• Application of the algorithm to both lesion and non-lesion skin 

diseases, when the results are clearly delineated such that the 
algorithm performance in non-lesion skin diseases is presented 
 

• Animal studies 
• Skin cancers, benign skin lesions 
• Wounds, including diabetic/pressure ulcers and burns 
• Conditions not relating to a particular skin disease (e.g. post-

inflammatory hyper/hypo-pigmentation, photo-damaged skin, 
skin ageing, itchy skin, assessing image quality).  

• Cancer treatment (e.g. chemotherapy induced alopecia, radiation 
induced dermatitis) 

• Application of the algorithm to both lesion and non-lesion skin 
diseases, and reporting combined results without specifying 
performance in non-lesion skin diseases separately 
 

Intervention • Deep learning algorithms applied to macroscopic or 
dermoscopic skin images. 

• Deep learning algorithms not applied to macroscopic or 
dermoscopic skin images (e.g. skin biopsy images, histology 
images, optical coherence tomography, diffuse spectroscopy, 
thermography, optoacoustic imaging, smartphone microscope 
images, fluorescence images, multispectral images) 

• Machine learning is not a part of the intervention (e.g. image or 
signal enhancements, calibration and analysis only papers) 

• Segmentation of images only, without diagnosis or severity 
assessment outcomes 
 

Comparator • Any, including clinician assessment, histopathological 
assessment, other machine learning algorithm performance. 

 

Outcome • Best reported machine learning algorithm outcome, measured 
by any metrics, including accuracy, area under ROC, 
sensitivity, specificity, positive predictive value (PPV) and 
negative predictive value (NPV). 
 

 

Publication • Published in English 
• Year of publication (1st January 2000 to 23rd June 2022) 
• Published in peer-reviewed journal 

• Not original research 
• Papers only published as abstracts 
• No access to full article 
• Conference proceedings 
 

Study Design • Comparative and non-comparative studies • Non-original research articles (e.g. letters, conference posters, 
news articles, case report, case series) 

 
 



Supplementary Material 2: Search strategies for bibliographic databases 

PubMed Search Strategy 

Search 
number 

Keywords 

1 skin disease*[MeSH Terms] OR skin disease*[Title/Abstract] OR dermatology[MeSH Terms] OR dermatology[Title/Abstract] 
2 psoriasis[MeSH Terms] OR psoria*[Title/Abstract] OR pustulo*[Title/Abstract]) OR (palmopl*[Title/Abstract] OR palmari*[Title/Abstract] OR palmar[Title/Abstract] 
3 eczema[MeSH Terms] OR eczema[Title/Abstract] OR atopic eczema[Title/Abstract] OR dermatitis[MeSH Terms] OR atopic dermatitis[Title/Abstract] 
4 acne vulgaris[MeSH Terms] OR acne*[Title/Abstract] OR blackhead*[Title/Abstract] OR whitehead*[Title/Abstract] OR comedome*[Title/Abstract] 
5 hidradenitis suppurativa[MeSH Terms] OR hidradenitis suppurativa[Title/Abstract] OR hydradenitis suppurativa[Title/Abstract] OR verneuil’s disease[Title/Abstract] OR velpeau’s disease[ Title/Abstract] OR acne 

inversa[MeSH Terms] OR acne inversa[Title/Abstract] OR pyoderma fistulans significa[Title/Abstract] OR ectopic acne[Title/Abstract] 
6 vitiligo [MeSH Terms] OR vitiligo[Title/Abstract] OR leucoderma[Title/Abstract]  OR leukoderma[Title/Abstract] OR hypopigmentation[MeSH Terms] OR hypopigmentation[Title/Abstract] OR 

depigmentation[Title/Abstract] 
7 1 OR 2 OR 3 OR 4 OR 5 OR 6 
8 Title/Abstract: (Machine learning OR machine-learning OR artificial intelligence OR deep learning OR deep-learning OR convolutional neural network OR convolutional neural networks OR CNN OR smartphone app* 

OR computer vision OR neural network OR neural networks OR supervised learning OR unsupervised learning OR semi-supervised learning OR support vector machine OR support vector machines OR image 
segmentation OR semantic segmentation OR U-Net OR UNET OR k-means clustering OR k-nearest neighbors OR k-nearest neighbor) OR machine learning[MeSH] OR artificial intelligence[MeSH] OR deep 
learning[MeSH] 

9 7 AND 8 
10 Limit 9 to publications after 2000 
11 Limit 10 to English-language publications 
12 Deduplicate 11 

 

Embase (Ovid SP) Search Strategy 

Search 
number 

Keywords 

1 exp skin disease/ OR skin disease*.ab,ti. OR exp dermatology/ OR dermatology.ab,ti. 
2 exp psoriasis/ OR psoria*.ab,ti. OR pustulo*.ab,ti. OR palmopl*.ab,ti. OR palmari*.ab,ti. OR palmar.ab,ti. 
3 exp eczema/ OR eczema.ab,ti. OR atopic eczema.ab,ti. OR exp dermatitis/ OR atopic dermatitis.ab,ti. 
4 exp acne vulgaris/ OR acne*.ab,ti. OR blackhead*.ab,ti. OR whitehead*.ab,ti. OR comedome*.ab,ti. 
5 exp hidradenitis/ OR hidradenitis suppurativa.ab,ti. OR hydradenitis suppurativa.ab,ti. OR velpeau's disease.ab,ti. OR verneuil's disease.ab,ti. OR acne inversa.ab,ti. OR pyoderma fistulans significa.ab,ti. OR ectopic 

acne.ab,ti. 
6 exp vitiligo/ OR vitiligo.ab,ti. OR leucoderma.ab,ti. OR leukoderma.ab,ti. OR exp hypopigmentation/ OR hypopigmentation.ab,ti. OR depigmentation.ab,ti. 
7 1 OR 2 OR 3 OR 4 OR 5 OR 6 
8 (Machine learning OR machine-learning OR artificial intelligence OR deep learning OR deep-learning OR convolutional neural network OR convolutional neural networks OR CNN OR smartphone app* OR computer 

vision OR neural network OR neural networks OR supervised learning OR unsupervised learning OR semi-supervised learning OR support vector machine OR support vector machines OR image segmentation OR 
semantic segmentation OR U-Net OR UNET OR k-means clustering OR k-nearest neighbors OR k-nearest neighbor).ab,ti. OR exp machine learning/ OR exp artificial intelligence/ OR exp deep learning/ 

9 7 AND 8 
10 Limit 9 to publications after 2000 
11 Limit 10 to English-language publications 
12 Deduplicate 11 

 



Web of Science Search Strategy 

Search 
number 

Keywords 

1 TS=(skin disease* OR dermatology) 
2 TS=(psoriasis) OR TI=(psoria* OR pustulo* OR palmopl* OR palmari* OR palmar) OR AB=(psoria* OR pustulo* OR palmopl* OR palmari* OR palmar) 
3 TS=(eczema OR dermatitis) OR TI=(atopic eczema OR atopic dermatitis) OR AB=(atopic eczema OR atopic dermatitis) 
4 TS=(acne vulgaris) OR TI=(acne* OR blackhead* OR whitehead* OR comedome*) OR AB=(acne* OR blackhead* OR whitehead* OR comedome*) 
5 TS=(hidradenitis suppurative OR acne inversa) OR TI=(hydradenitis suppurative OR velpeau’s disease OR verneuil’s disease OR pyoderma fistulans significa OR ectopic acne) OR AB=(hydradenitis suppurative OR 

velpeau’s disease OR verneuil’s disease OR pyoderma fistulans significa OR ectopic acne) 
6 TS=(vitiligo OR hypopigmentation) OR TI=(leucoderma OR leukoderma OR depigmentation) OR AB=(leucoderma OR leukoderma OR depigmentation) 
7 1 OR 2 OR 3 OR 4 OR 5 OR 6 
8 TS=(machine learning OR artificial intelligence OR deep learning) OR TI=(machine-learning OR convolutional neural network OR convolutional neural networks OR CNN OR deep-learning OR smartphone app* OR 

computer vision OR neural network OR neural networks OR supervised learning OR unsupervised learning OR semi-supervised learning OR support vector machine OR support vector machines OR image segmentation 
OR semantic segmentation OR U-Net OR UNET OR k-means clustering OR k-nearest neighbors OR k-nearest neighbor) OR AB=(machine-learning OR convolutional neural network OR convolutional neural networks 
OR CNN OR deep-learning OR smartphone app* OR computer vision OR neural network OR neural networks OR supervised learning OR unsupervised learning OR semi-supervised learning OR support vector machine 
OR support vector machines OR image segmentation OR semantic segmentation OR U-Net OR UNET OR k-means clustering OR k-nearest neighbors OR k-nearest neighbor) 

9 7 AND 8 
10 Limit 9 to publications after 2000 
11 Limit 10 to English-language publications 
12 Deduplicate 11 

 

IEEE Search Strategy 

Search 
number 

Keywords 

1 "Mesh_Terms":"skin disease" "Mesh_Terms":"skin diseases" OR "Mesh_Terms":dermatology OR (Publication Title:"skin disease" OR "skin diseases" OR dermatology) 
2 "Mesh_Terms":"psoriasis" OR (Publication Title:psoria* OR "palmoplantar pustolosis" OR "pustulosis palmaris et plantaris") OR (Abstract:psoria* OR "palmoplantar pustolosis" OR "pustulosis palmaris et plantaris") 
3 "Mesh_Terms":dermatitis OR "Mesh_Terms":eczema OR (Publication Title:"atopic eczema" OR "atopic dermatitis" OR eczema) OR (Abstract:"atopic eczema" OR "atopic dermatitis" OR eczema) 
4 "Mesh_Terms":"acne vulgaris" OR (Publication Title:acne* OR "acne vulgaris" OR blackhead OR blackheads OR whitehead OR whiteheads OR comedome OR comedomes) OR (Abstract:acne* OR "acne vulgaris" OR 

blackhead OR blackheads OR whitehead OR whiteheads OR comedome OR comedomes) 
5  "Mesh_Terms":"hidradenitis suppurativa" OR "Mesh_Terms":"acne inversa" (Publication Title: "hidradenitis suppurativa" OR "hydradenitis suppurativa" OR "acne inversa" OR "velpeau’s disease" OR "verneuil’s disease" 

OR "pyoderma fistulans significa" OR "ectopic acne") OR (Abstract: "hidradenitis suppurativa" OR "hydradenitis suppurativa" OR "acne inversa" OR "velpeau’s disease" OR "verneuil’s disease" OR "pyoderma fistulans 
significa" OR "ectopic acne") 

6 "Mesh_Terms":vitiligo OR "Mesh_Terms":hypopigmentation OR (Publication Title: vitiligo OR hypopigmentation OR leucoderma OR leukoderma OR depigmentation) OR (Abstract: vitiligo OR hypopigmentation OR 
leucoderma OR leukoderma OR depigmentation) 

7 1 OR 2 OR 3 OR 4 OR 5 OR 6 
8 ("Mesh_Terms":"machine learning" OR "Mesh_Terms":"artificial intelligence" OR "Mesh_Terms":"deep learning") OR (Publication Title:"Machine learning" OR "machine-learning" OR "artificial intelligence" OR "deep 

learning" OR "deep-learning" OR "convolutional neural network" OR "convolutional neural networks" OR CNN OR "smartphone app*" OR "computer vision" OR "neural network" OR "neural networks" OR "supervised 
learning" OR "unsupervised learning" OR "semi-supervised learning" OR "support vector machine" OR "support vector machines" OR "image segmentation" OR "semantic segmentation" OR "U-Net" OR "UNET" OR "k-
means clustering" OR "k-nearest neighbors" OR "k-nearest neighbor") OR (Abstract:"Machine learning" OR "machine-learning" OR "artificial intelligence" OR "deep learning" OR "deep-learning" OR  "convolutional 
neural network" OR "convolutional neural networks" OR CNN OR "smartphone app*" OR "computer vision" OR "neural network" OR "neural networks" OR "supervised learning" OR "unsupervised learning" OR "semi-
supervised learning" OR "support vector machine" OR "support vector machines" OR "image segmentation" OR "semantic segmentation" OR "U-Net" OR "UNET" OR "k-means clustering" OR "k-nearest neighbors" OR 
"k-nearest neighbor")  

9 7 AND 8 
10 Limit 9 to publications after 2000 
11 Deduplicate 10 



ACM Digital Library Search Strategy 

Search 
number 

Keywords 

1 Keyword:("skin disease*" OR dermatology) OR Title:("skin disease*" OR dermatology) OR Abstract:("skin disease*" OR dermatology) 
2 Keyword:(psoriasis) OR Title:("psoria* OR pustulo* OR palmopl* OR palmari* OR palmar) OR Abstract:("psoria* OR pustulo* OR palmopl* OR palmari* OR palmar) 

3 Keyword:(dermatitis OR eczema) OR Title:("dermatitis OR "atopic eczema" OR "atopic dermatitis" OR eczema) OR Abstract:("dermatitis OR "atopic eczema" OR "atopic dermatitis" OR eczema) 

4 Keyword:("acne vulgaris") OR Title:("acne* OR "acne vulgaris" OR blackhead* OR whitehead* OR comedome*) OR Abstract:("acne* OR "acne vulgaris" OR blackhead* OR whitehead* OR comedome*) 

5 Keyword:("hidradenitis suppurativa" OR "acne inversa") OR Title:("hidradenitis suppurativa" OR "hydradenitis suppurativa" OR "acne inversa" OR "velpeau’s disease" OR "verneuil’s disease" OR "pyoderma fistulans 
significa" OR "ectopic acne") OR Abstract:("hidradenitis suppurativa" OR "hydradenitis suppurativa" OR "acne inversa" OR "velpeau’s disease" OR "verneuil’s disease" OR "pyoderma fistulans significa" OR "ectopic 
acne") 

6 Keyword:("vitilito OR hypopigmentation) OR Title:("vitiligo OR hypopigmentation OR leucoderma OR leukoderma OR depigmentation) OR Abstract:("vitiligo OR hypopigmentation OR leucoderma OR leukoderma OR 
depigmentation) 

7 1 OR 2 OR 3 OR 4 OR 5 OR 6 
8 Keyword:("machine learning" OR "artificial intelligence" OR "deep learning" OR Title:("Machine learning" OR "machine-learning" OR "artificial intelligence" OR "deep learning" OR "deep-learning" OR "convolutional 

neural network" OR "convolutional neural networks" OR CNN OR "smartphone app*" OR "computer vision" OR "neural network" OR "neural networks" OR "supervised learning" OR "unsupervised learning" OR "semi-
supervised learning" OR "support vector machine" OR "support vector machines" OR "image segmentation" OR "semantic segmentation" OR "U-Net" OR "UNET" OR "k-means clustering" OR "k-nearest neighbors" OR 
"k-nearest neighbor") OR Abstract:("Machine learning" OR "machine-learning" OR "artificial intelligence" OR "deep learning" OR "deep-learning" OR "convolutional neural network" OR "convolutional neural networks" 
OR CNN OR "smartphone app*" OR "computer vision" OR "neural network" OR "neural networks" OR "supervised learning" OR "unsupervised learning" OR "semi-supervised learning" OR "support vector machine" OR 
"support vector machines" OR "image segmentation" OR "semantic segmentation" OR "U-Net" OR "UNET" OR "k-means clustering" OR "k-nearest neighbors" OR "k-nearest neighbor") 

9 7 AND 8 
10 Limit 9 to publications after 2000 
11 Deduplicate 10 

  



Supplementary Material 3: Modified PROBAST definitions for type of study 
Type of machine 
learning study 

Definition 

Training only 
Machine learning algorithm training (development) without external validation and external testing. These studies may include internal 
validation and/or internal testing, whereby algorithm performance was only evaluated with data used in the training process, including 
bootstrapping and cross-validation techniques.   

Training and 
external validation 

Machine learning algorithm training (development) combined with external validation, whereby algorithm performance was evaluated 
with independent data not used in the training process, and further adjustments could be made to the algorithm. 

Training and 
external testing 

Machine learning algorithm training (development) combined with external testing, whereby an unbiased, final evaluation of algorithm 
performance was conducted using independent data not used in the training process 

External Testing 
only External testing of existing (previously developed) algorithm with independent data not used in the training process. 

 

 

  



Supplementary Material 4: Quality assessment methods - modified QUADAS-2 definitions and 
questions 

Definitions  

Population  

For both diagnosis and severity studies, the population refers to one of the following types of clinical images datasets:  
 
1. Self-developed datasets (recruited from patients within the study) 
2. Self-developed datasets from previous publications 
3. Open-sourced AND curated datasets 
4. Open-sourced datasets (Online including Google searches) 

Reference standard For both diagnostic and severity studies, this is defined as expert diagnosis by a clinician, based on examination findings only. 

Index test Deep learning algorithms applied to macroscopic and dermoscopic skin images.  

Outcomes Metrics employed to evaluate deep learning algorithms in comparison to defined ground truth 

 

 

  



Quality assessment 

DOMAIN 1: PARTICIPANTS - RISK OF BIAS 
 
1) Were appropriate data sources used to obtain the datasets? 
 
One of the following: 
 
1. Self-developed datasets from patients recruited within the study 
2. Well-curated, open-sourced image datasets 
3. Previous publications with well-curated image datasets 
4. Images obtained from clinical settings 
 
Justification: This question prompts the reader to determine if the paper 
employed data sources with well-developed datasets for their images to 
prevent risk-of-bias or errors. 
 

 
Yes – if data sources were appropriate 
Tick which is applicable:  

 Self-developed datasets from patients recruited within the study 
 Well-curated, open-sourced image datasets 
 Previous publications with well-curated image datasets 
 Images obtained from clinical settings 

 
No – if data sources were not appropriate 
 
Unclear – if source of datasets were unclear/not specified 
 
 

 
2) Were inclusions and exclusions of participants/images appropriately 
reported  
e.g., participant eligibility criteria / image search strategy and removal and/or 
criteria were not over-restrictive? 
 
Justification: This question prompts the reader to determine whether any 
inclusion or exclusion criteria, or the recruitment/image search strategy, could 
have made the included study participants unrepresentative of the intended 
target population of the primary study. 
 
FURTHER PROMPTS Did the study avoid inappropriate exclusions, e.g.,  
1. 'Difficult to diagnose' dermatoses/ presentations not excluded 
2. Dermatoses/ presentations not excluded on basis of disagreement between 
evaluators  
 

 
Yes – if participant eligibility criteria / image search strategy and removal 
were reported and/or criteria were not over-restrictive 
 
No – if participant eligibility criteria / image search strategy and removal 
were not reported and/or criteria were over-restrictive 
 
Unclear – if there was inadequate information provided on participant 
eligibility criteria / image search strategy and removal and/or unclear 
restriction of criteria 

 
3) Was a consecutive or random sample of patients/images enrolled? 
 
Justification: To determine if the participants were randomly recruited or was 
there bias during the participant selection process. 
 
Further prompts: This question prompts how strictly the description of the 
participant/image sampling was described. 
 

 
Yes – if consecutive or random sampling was reported 
 
No – if other method of sampling was reported 
 
Unclear – if participant sampling not described 

 
Could the selection of participants have introduced bias? 
 
1: If answers to questions 1), 2) AND 3) were 'Yes' 
2: If answers to questions 1) or 2) or 3) were 'No' 
3: If answers to questions 1) or 2) or 3) were 'Unclear' 
 

 
1. Risk is low 
2. Risk is high 
3. Risk is unclear 

  



DOMAIN 1: PARTICIPANTS - CONCERN ABOUT APPLICABILITY 
 
1) Are the included participants and chosen study setting generalisable to 
the patient population who will use the algorithm in practice? * e.g., 
Fitzpatrick skin type 
 
Justification: This question probes the clinical applicability of the algorithm 
to the demographics that it will be deployed for. 
 
*This question is specific to the authors’ intended real world clinical setting.  

 
Yes – if study participants appear to be representative of the patient 
population that the algorithm was developed for 
 
No – if study participants do not appear to be representative of the patient 
population that the algorithm was developed for 
 
Unclear – if there is insufficient data to determine if the study participants 
appear to be representative of the patient population that the algorithm was 
developed for 
 

 
2) Were participant/data characteristics reported within the study e.g., 
skin type, ethnicity, age, sex? 
 
Justification – This question probes if the paper reports characteristics in 
sufficient detail for readers to understand the cohort that their algorithm is 
applicable to. 
 

 
Yes – if participant/data characteristics were reported within the study with 
both the following minimum requirements: 
- Skin type/Ethnicity 
- Age 
 
No – if participant/data characteristics were not reported within the study 
 
Unclear – if insufficient data to determine if participant/data characteristics 
were reported within the study 
 

 
3) Was an adequate spectrum of disease subtypes/severity* used to train the 
algorithm? 
 
*Skin conditions with well-established severity grading system 
 
Justification - This question probes the reader to check if there are a range of 
subtypes and/or severity for the datasets, so that it does not misrepresent or 
overfit to one severity/subtype. 
 

 
Yes – if an adequate range of diagnoses/severity were included and reported 
 
No – if an adequate range of diagnoses/severity were not included/not 
reported 
 
Unclear – if there is insufficient data to the determine if there is an adequate 
range of diagnoses/severity 
 

 
4) Was the employed dataset class-balanced and/or were justifications 
provided for class imbalance for both training and testing dataset to 
provide confidence/applicability of the algorithm’s outcomes? 
 
Justification – This question prompts the reader to determine if the dataset 
was class-balanced/justification (in terms of numbers within each class) for 
class-imbalance to provide confidence and applicability of the algorithm’s 
outcomes. 
 

 
Yes – if both the training and test set were class balanced/were justified for 
their imbalance 
 
No – if both the training and test set were not class balanced/not justified for 
their imbalance 
 
Unclear – if it’s unclear as to whether the training and test set were class 
balanced/unclear justification for imbalance 
 

 
Is there concern that participants/images utilised do not reflect the 
patient population likely to be seen in clinical practice? 
 
1: If answers to questions 1), 2), 3) AND 4) were 'Yes' 
2: If answers to any 1 of questions 1) or 2) or 3) or 4) were 'No' 
3: If answers to any 1 of questions 1) or 2) or 3) or 4) were 'Unclear' 
 

 
1. Concern is low 
2. Concern is high 
3. Concern is unclear 

 

  



DOMAIN 2: REFERENCE STANDARD - RISK OF BIAS 
 
1) Is the reference standard likely to correctly classify the target 
condition/severity of the condition within the study? 
 

 

 
Yes – if all participants with a final diagnosis/severity grading were assessed 
and/or verified by at least 1 dermatologist/clinician within the study 
 
No – if all participants with a final diagnosis/severity grading were not 
assessed and/or verified by at least 1 dermatologist/clinician within the study 
 
Unclear – if all participants with a final diagnosis/severity grading were 
assessed by non-medical personnel 
 

 
2) If No to Question 1), is the reference dataset sourced from the following 
sources: 
 
1. Well-curated, open-sourced image datasets 
2. Previous publications with well-curated image datasets 
3. Images obtained from clinical settings but not verified by an independent 
dermatologist/clinician  
 
*Note if there are multiple datasets, report the dataset with the highest risk 
only. 
 

 
Yes - if dataset was sourced from 1 of the 3 sources defined 
 
No – if dataset was not sourced from any of the 3 sources defined 
 
Unclear – if unclear as to whether dataset was curated 
 
 

 
Could the reference standard, its conduct, or interpretation have 
introduced bias? 
 
1: If answer to either question 1) or 2) was 'Yes' 
2: If answers to both questions 1) AND 2) were 'No' 
3: If answers to either questions 1) OR 2) were 'Unclear' 
 

 
1. Risk is low 
2. Risk is high 
3. Risk is unclear 

  



 

DOMAIN 3: INDEX TEST – CONCERN ABOUT APPLICABILITY 
 
1) Was the deep learning algorithm and available dataset sufficient to 
allow for replication?  
 
E.g., if source code/datasets were available to replicate their results, and if 
ALL the outcomes were provided for others to replicate their results. 
 
Justification – This question prompts the reader to determine if the source 
code/datasets are available for them to replicate the same outcomes. 
 

 
Yes – if the algorithm and presented dataset were reported in sufficient details 
to allow for replication 
 
No – if the algorithm and presented dataset were not reported in sufficient 
details to allow for replication 
 
Unclear – if it is unclear that the algorithm and presented dataset were 
reported in sufficient details to allow for replication 
 

 
2) Has the algorithm(s) been evaluated on an independent dataset 
(external validated/ tested), in a clinical setting (e.g., compared against 
dermatologists/ specialists), or in a prospective clinical trial with the 
intended population?  

 
Yes – if the algorithm(s) has been evaluated on an independent dataset 
(external validated/ tested), in a clinical setting (e.g., compared against 
dermatologists/ specialists), or in a prospective clinical trial with the intended 
population 
 
No – if the algorithm(s) has not been evaluated on an independent dataset 
(external validated/ tested), in a clinical setting (e.g., compared against 
dermatologists/ specialists), or in a prospective clinical trial with the intended 
population 
 
Unclear – if it is unclear if the algorithm(s) has been evaluated on an 
independent dataset (external validated/ tested), in a clinical setting (e.g., 
compared against dermatologists/ specialists), or in a prospective clinical trial 
with the intended population 
 

 
Do the index tests have concerns about applicability? 
 
1: If answers to both questions 1) AND 2) were 'Yes' 
2: If answers to either questions 1) or 2) were 'No' 
3: If answers to either questions 1) or 2) were 'Unclear' 
 

 
1. Concern is low 
2. Concern is high 
3. Concern is unclear 

 

  

DOMAIN 3: INDEX TEST – Risk of bias 
 
1) Were algorithm overfitting, under-fitting, and optimism in algorithm 
performance accounted for?  
 
For example, do they mention use of any of the following: 
a. Hold-out/Train-test split 
b. Cross-validation 
c. Data augmentation 
d. L1/L2 Regularisation 
e. Removal of layers 
f. Dropout layers 
g. Early stopping 
h. Ensembling 
i. Class balance 
 

 
Yes – if algorithm overfitting, under-fitting, and optimism in algorithm 
performance was accounted for  
Tick the following if applicable:  

 Hold-out/Train-test split 
 Cross-validation 
 Data augmentation 
 L1/L2 Regularisation 
 Removal of layers 
 Dropout layers 
 Early stopping 
 Ensembling 
 Class balance 

 
No – if algorithm overfitting, under-fitting, and optimism in algorithm 
performance were not accounted for 
 
Unclear – if it is not clearly reported on algorithm performance 
 

 
Is there risk of introducing bias in the conduct and interpretation of the 
index test? 
 
1: If answers to question 1) was 'Yes' 
2: If answers to question 1) was 'No' 
3: If answers to question 1) was 'Unclear' 
 

 
1. Risk is low 
2. Risk is high 
3. Risk is unclear 



DOMAIN 4: OUTCOMES AND ANALYSIS – RISK OF BIAS  
 
1) Were all collected images in the dataset included* in the analysis? 
 
*E.g., Sampling of control participants, image manipulation (removal of hair 
from image, anonymising images (tattoos, faces, eyes), restricting to certain 
body regions/angle, removal of artefacts (text box, annotations)) 

 

 
Yes – if all collected images in the dataset were included in the analysis 
 
No – if all collected images in the dataset were not included in the analysis 
 
Unclear – if it is unclear if all collected images in the dataset were included 
in the analysis 
 

 
2) Was the appropriate metric(s) of the index test outcome(s) 
defined/determined and equally applied to all participants/algorithms? 
 
i.e.  Standard metrics (e.g., accuracy, along with sensitivity and specificity) 
used AND reported.  
 
Justification – This question prompts the reader to determine if the metrics 
were appropriate and accurately reported (e.g., formula, no discrepancies 
across figures and text) and were applied to all participants/algorithms (i.e., 
authors described methods and reported in results). 
 

 
Yes – if metric(s) of the outcome(s) was defined/determined appropriately 
and equally applied to all participants/algorithms 
 
No – if metric(s) of the outcome(s) was not defined/determined appropriately 
and equally applied to all participants/algorithms 
 
Unclear – if it is unclear about the metric(s) of the outcome(s) is 
defined/determined appropriately and equally applied to all 
participants/algorithms 
 

 
3) Were relevant measures of variability reported appropriately? i.e. 
reporting of metrics with CI/SD/SEM 
 
Justification – This question prompts the reader to evaluate if the CI/SD/SEM 
for all the metrics is reported, which provides an unbiased evaluation of the 
metric and of its validity. 

 
Yes – if relevant measures of variability were reported appropriately 
 
No – if relevant measures of variability were not reported appropriately 
 
Unclear – if it is unclear if relevant measures of variability were reported 
appropriately 
 

 
Is there risk of introducing bias in the conduct and interpretation of the 
outcome and analysis? 
 
1: If answers to questions 1), 2) AND 3) were 'Yes' 
2: If answers to any 1 of questions 1) or 2) or 3) were 'No' 
3: If answers to any 1 of questions 1) or 2) or 3) were 'Unclear' 
 

 
1. Risk is low 
2. Risk is high 
3. Risk is unclear 

 

DOMAIN 4: OUTCOMES AND ANALYSIS – CONCERN ABOUT APPLICABILITY  
 
1) Was the study outcome(s) clearly defined and determined 
appropriately? 
 
Justification – This question prompts the reader to determine if the study 
outcome(s) were clearly defined and the determination of these outcomes 
were appropriate to answer the study’s hypothesis. 

 
Yes – if the study outcome(s) was clearly defined and determined 
appropriately 
 
No – if the study outcome(s) was not clearly defined and determined 
appropriately  
 
Unclear – if there was lack of clarity in the definition and determination of 
study outcome(s)  
 

 
Is there concern that the outcome and analysis have introduced bias? 
 
1: If answers to question 1) was 'Yes' 
2: If answers to question 1) was 'No' 
3: If answers to question 1) was 'Unclear' 
 

 
1. Concern is low 
2. Concern is high 
3. Concern is unclear 
 
 

  

  



Supplementary Material 5: Quality assessment results, by study (using modified QUADAS-2) 

Studies are ordered chronologically, then alphabetically. 



Supplementary Material 6: Summary of quality assessment results of studies of externally validated/tested deep learning algorithms (using modified 
QUADAS-2)



Supplementary Material 7: Funding for studies 

Funding status Number of studies (total n=64) 

Received funding 47 (73.4%) 

No funding 6 (9.4%) 

Unclear 11 (17.2%) 

 

  



Supplementary Material 8: Geographical region for affiliation of authors and source of private 
datasets 

Country of affiliation Number of studies 

China 20 

India 9 

USA 5 

Asia - other 13 

Europe 7 

Middle East 4 

South America 2 

Mixed 2 

Australia 1 

Africa 1 

Total 64 

 

Geographic source of private datasets Number of studies 

China 18 

India 7 

Asia - other 10 

Europe 5 

North America 4 

Africa 2 

South America 1 

Australia 1 

Total 48 

 

Countries with five or more studies are listed individually at the top of the table in descending order of frequency. Countries with 
less than five studies are grouped into geographical regions in descending order of frequency. ‘Asia - other’ comprises 
Bangladesh, Japan, Singapore, South Korea and Taiwan. 

  



Supplementary Material 9: Baseline characteristics and outcomes for studies of externally validated/tested deep learning algorithms 

Author Year Disease Type of study Study design 
Function of 

DL 
algorithm 

Total no. of 
images** Reference standard 

Use of 2-by-2 
matrix/ 

confusion matrix 

Internal dataset: 
Sensitivity (95% 

CI or SD) 

Internal dataset: 
Specificity (95% 

CI or SD) 

External dataset: 
Sensitivity (95% 

CI or SD) 

External dataset:  
Specificity (95% 

CI or SD) 
Studies of single disease 

Bang et al. 2021 Eczema 
Training and 

External 
Validation 

Retrospective Severity 7600 Dermatologist(s) Yes NR NR NR NR 

Han et al. 2018 Onychomycosis 
Training and 

External 
Testing 

Retrospective Diagnosis 26993.5 Dermatologist(s) No 96.0% (± 0.0) 98.0% (± 0.0) 96.0% (± 0.0) 94.7% (± 2.3) 

Kim et al. 2020 Onychomycosis External 
Testing only Prospective Diagnosis NR 

Mixed - Dermatologist(s) 
+ Dermoscopy + KOH 

studies 
No NR NR 70.2% (NR) 72.7% (NR) 

Seité et al. 2019 Acne 
Training and 

External 
Testing 

Retrospective Severity 5972 Dermatologist(s) No NR NR NR NR 

Guo et al. 2022 Vitiligo 
Training and 

External 
Testing 

Retrospective Diagnosis 2030.5 Dermatologist(s) No 92.9% (NR) NR 72.4% (NR) NR 

Studies of multiple diseases 
Muñoz‐

López et al. 2020 Multiple* External 
Testing only Retrospective Diagnosis 322.5 Dermatologist(s) No NR NR NR NR 

Pangti et al. 2020 Multiple* 
Training and 

External 
Testing 

Retrospective Diagnosis 27768 
Mixed - Curated 

Database(s) + 
Dermatologist(s) 

Yes NR NR See below See below 

    Acne             NR NR 86.23% (± 3.26) 99.56% (± 0.13) 
    Eczema             NR NR 57.52% (± 3.37) 99.00% (± 0.12) 
    Psoriasis             NR NR 68.00% (± 5.06) 99.18% (± 0.13) 
    Rosacea             NR NR 90.17% (± 4.40) 99.62% (± 0.13) 
    Urticaria             NR NR 70.10% (± 7.58) 99.91% (± 0.04) 

    Vitiligo/ 
Leucoderma             NR NR 84.10% (± 6.84) 99.79% (± 0.11) 

Patil et al. 2020 Multiple* External 
Testing only Prospective Diagnosis 348 Dermatologist(s) Yes NR NR See below NR 

    Acne             NR NR 84.0% (NR) NR 
    Eczema             NR NR 91.7% (NR) NR 
    Psoriasis             NR NR 73.7% (NR) NR 

Saleh et al. 2022 Multiple* 
Training and 

External 
Testing 

Retrospective Diagnosis 40200 Unavailable Yes NR NR NR NR 

 Of 64 included studies, 9 studies used external datasets to validate and/or test their DL algorithms (i.e. datasets independent from the training dataset). The baseline characteristics and 
outcomes of these “externally validated/tested studies”, presumed to be at a lower risk of overfitting, are presented. Where studies report multiple results by using variations of DL algorithms 
or datasets, the best performing results are presented. Where studies use both internal and external datasets to validate and/or test their DL algorithms, outcomes are presented separately for 
comparison. 

*For studies with multiple diseases, only the outcomes of the six most frequently studied diseases (acne, psoriasis, eczema, rosacea, vitiligo, urticaria) are presented in this table. 
**Total number of images used across all datasets (training, validation, testing) 
NR, not reported; CI, confidence interval; SD, standard deviation; KOH, potassium hydroxide. 
  



Supplementary Material 10: Disease severity scales employed in studies of deep learning algorithms 

Author Year Disease Disease severity scale 

Lim et al. 2019 Acne IGA 

Lin et al. 2022 Acne Hayashi criterion / Pillsbury criterion 

Liu et al. 2022 Acne  Hayashi criterion 

Seité et al. 2019 Acne  European GEA Scale 

Wen et al. 2022 Acne Hayashi criterion 

Yang et al. 2021 Acne Chinese AGS 

Gao et al. 2021 Androgenetic Alopecia BASP classification 

Bang et al. 2021 Eczema EASI 

Dash et al. 2020 Psoriasis PGA 

George et al. 2018 Psoriasis Erythema severity score 

Schaap et al. 2021 Psoriasis PASI 

Shrivastava et al 2017 Psoriasis PGA 

Total 12 

 

Acne Grading System, AGS; Basic and Specific Classification of androgenic hair loss, BASP; Eczema Area and Severity Index, EASI; Global Acne Severity Scale, GEA Scale; Investigator 
Global Assessment, IGA; Psoriasis Area Severity Index, PASI; Physician Global Assessment, PGA. 

  



Supplementary Material 11: Outcomes of binary and multiclass deep learning algorithms for the diagnosis of the six most studied diseases 

 

Outcome 
 Accuracy (%) AUC Sensitivity (%) Specificity (%) PPV (%) NPV (%) 
Type of algorithm Binary Multiclass Binary Multiclass Binary Multiclass Binary Multiclass Binary Multiclass Binary Multiclass 

Acne 
Median (IQR) 97.5 (n/a) 93.0 (85.7 - 95.2) n/a 0.98 (0.93 - 0.99) n/a 89.9 (82.2 - 96.3) n/a 95.2 (92.9 - 97.6) n/a 86.5 (81.3 - 87.5) n/a 96.0 (n/a) 
Range 97.5 79.0 - 99.7 n/a 0.89 - 0.99 n/a 67.0 - 100.0 n/a 92.1 - 100.0 n/a 78.6 - 100.0 n/a 93.4 - 98.6 
Number of studies 1 10 0 4 0 11 0 8 0 10 0 2 
Psoriasis 
Median (IQR) n/a 89.1 (78.1 - 92.0) 0.98 (n/a) 0.90 (0.84 - 0.96) 92.5 (n/a) 83.2 (70.2 - 91.7) 96.6 (n/a) 93.3 (89.2 - 96.1) n/a 82.4 (60.6 - 88.6) n/a 94.8 (n/a) 
Range n/a 69.4 - 98.5 0.98 0.81 - 0.99 92.0 - 92.9 60.0 - 95.6 95.2 - 98.0 88.2 - 98.8 n/a 60 - 95.5 n/a 91.5 - 98.1 
Number of studies 0 8 1 4 2 8 2 6 0 7 0 2 
Eczema 
Median (IQR) n/a 92.6 (89.7 - 99.4) n/a 0.93 (0.87 - 0.99) 77.3 (n/a) 87.8 (70.2 - 94.6) 92.6 (n/a) 97.2 (91.0 - 99.1) n/a 77.1 (61.9 - 89.7) n/a 93.2 (n/a) 
Range n/a 83.9 - 99.9 n/a 0.79 - 0.99 77.3 54.3 - 99.6 92.6 86.6 - 99.6 n/a 43.0 - 98.9 n/a 90.5 - 95.8 
Number of studies 0 9 0 6 1 12 1 9 0 8 0 2 
Rosacea 
Median (IQR) n/a 93.7 (89.6 - 96.9) n/a 0.90 (0.87 - 0.94) n/a 63.4 (41.7 - 92.0) n/a 97.0 (93.9 - 99.3) n/a 89.8 (35.7 - 94.5) n/a 95.1 (n/a) 
Range n/a 87.8 - 97.9 n/a 0.85 - 0.97 n/a 0.0 - 100.0 n/a 91.7 - 99.8 n/a 0.0 - 95.0 n/a 90.2 - 99.9 
Number of studies 0 4 0 4 0 6 0 5 0 7 0 2 
Vitiligo 
Median (IQR) 86.8 (n/a) 100 (n/a) 0.97 (n/a) 0.98 (n/a) 89.7 (80.4 - 94.1) 92.9 (n/a) 80.2 (n/a) 98.8 (n/a) 91.4 (n/a) 80.1 (n/a) n/a 99.6 (n/a) 
Range 85.7 - 87.8 100 0.94 - 1.00 0.98 72.4 - 97.2 92.9 79.4 - 96.3 98.8 90.9 - 91.9 80.1 n/a 99.6 
Number of studies 2 1 2 1 4 1 3 1 2 1 0 1 
Urticaria 
Median (IQR) n/a 80.6 (n/a) n/a 0.91 (n/a) n/a 65.8 (n/a) n/a 99.8 (n/a) n/a 76.9 (n/a) n/a 99.5 (n/a) 
Range n/a 68.3 - 92.8 n/a 0.91 n/a 55.7 - 75.9 n/a 99.7 - 99.8 n/a 75.6 - 78.2 n/a 99.5 
Number of studies 0 2 0 1 0 2 0 2 0 2 0 1 

 

The six most studied diseases are acne, psoriasis, eczema, rosacea, vitiligo and urticaria. Studies assessing multiple diseases are reported in each of the relevant disease columns. Where studies 
report multiple outcomes by using variations of DL algorithms or datasets, the best performing results are presented. Interquartile ranges (IQR) are not presented for less than four studies. 

Deep learning, DL; area under the receiver operating characteristic curve, AUC; positive predictive value, PPV; negative predictive value, NPV; interquartile range, IQR. 

  



Supplementary Material 12: Outcomes of deep learning algorithms for the assessment of skin disease severity 

  Outcome 
  Accuracy (%) AUC Sensitivity (%) Specificity (%) PPV (%) NPV (%) 

  All studies 
Externally 

validated/tested 
studies 

All studies 
Externally 

validated/tested 
studies 

All studies 
Externally 

validated/tested 
studies 

All studies 
Externally 

validated/tested 
studies 

All studies 
Externally 

validated/tested 
studies 

All studies 
Externally 

validated/tested 
studies 

Acne 
Median 
(IQR) 

76.3 (67.5 - 
85.2) 68.0 (n/a) n/a n/a 82.9 (n/a) n/a 94.4 (n/a) n/a 83.6 (n/a) n/a n/a n/a 

Range 67 - 85.8 68.0 n/a n/a 82.0 - 83.7 n/a 94.1 - 94.6 n/a 53.6 - 85.6 n/a n/a n/a 

Number of 
studies 4 1 0 0 2 0 2 0 3 0 0 0 

Psoriasis 
Median 
(IQR) 96.2 (n/a) n/a 0.99 (n/a) n/a 94.3 (n/a) n/a 98.6 (n/a) n/a 92.7 (n/a) n/a n/a n/a 

Range 92.6 - 99.7 n/a 0.99 n/a 92.6 - 95.9 n/a 97.4 - 99.7 n/a 92.7 n/a n/a n/a 

Number of 
studies 2 0 1 0 2 0 2 0 1 0 0 0 

Eczema 
Median 
(IQR) 88.3 (n/a) 88.3 (n/a) n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 

Range 88.3 88.3 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 

Number of 
studies 1 1 0 0 0 0 0 0 0 0 0 0 

 

Studies of deep learning algorithms assessing multiple diseases were reported under each of the relevant diseases. Where studies report multiple outcomes by using variations of deep learning 
(DL) algorithms or datasets, the best performing results are presented. Outcomes for “externally validated/tested studies” (i.e. where datasets independent from the training dataset were used 
for validation and/or testing DL algorithms) are presented separately from “all studies”, as these studies are presumed to be at a lower risk of overfitting. Interquartile ranges (IQR) are not 
presented for less than four studies. 

Deep learning, DL; area under the receiver operating characteristic curve, AUC; positive predictive value, PPV; negative predictive value, NPV; interquartile range, IQR. 
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