
 

 

S1 Appendix: Additional methodological details  

Rationale for simulated posture study design 

The data produced by an overnight (approximately eight hours) recording has a high probability 

of lacking heterogeneity because while pregnant people have been observed to change their 

sleeping position a median of six (IQR 3-10) times overnight during natural sleep in the third 

trimester,[1] they often only change between their favourite two or three positions, whereas our 

dataset needed rich representation of many different sleeping positions. 

Bias-variance trade-off in k-fold cross-validation 

There is a bias-variance trade-off associated with the choice of k in k-fold cross-validation; 

however, a k=5 or k=10 has been demonstrated to yield test error rate estimates that suffer 

neither from excessively high bias nor very high variance.[2] 

Selection of YOLOv5s 

Because of its speed and accuracy, You Only Look Once (YOLO) is one of the most famous 

algorithms used for object detection,[3,4] and the version YOLOv4 by Alexey Bochkovskiy is 

most well-known and cited.[5] In this study, we trained our model with an implementation of 

YOLO by Glenn Jocher called YOLOv5.[6,7] YOLOv5 uses the New CSP DarkNet53 as its 

backbone network, the SPPF and New CSP-PAN as its neck, and YOLOv3’s head as its 

head.[6] YOLOv5 has different models based on the number of parameters. We used 

YOLOv5s, which has a total of 7.5M parameters. The reason for choosing this model is because 



 

 

of its performance on the standard COCO dataset and various other advantages including small 

size, speed, and implementation in the Pytorch framework.[6,8–10] 

Early stopping criteria 

In order to avoid overfitting, we used early stopping criteria. The early stopping patience was set 

to 20 epochs, that is, training of the model was stopped if the model did not show any 

improvement in training performance (validation mAP) in the previous 20 epochs. One epoch 

was the number of iterations it takes for the training process to “see” all the training frames in 

the training dataset. YOLO does not “see” all the training frames in each iteration; rather, in 

each iteration, YOLO only takes a “batch” from the total number of training frames, and we set 

our batch size as 16. 

Definition of precision and recall 

Precision for a given class is how likely the model prediction is true in the event that it predicts 

the given class. Recall for a given class is how well the model finds all the positives for that 

class (true positives), which is the same as “sensitivity” in the medical field. Note that 

“specificity” is not used in YOLO because YOLO is a detector and negative predictions are not 

generated (and thus true negatives cannot be derived, while false negatives can be derived 

allowing for calculation of recall or “sensitivity”). 
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