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S1 - Resolving ties in the IIT algorithm

The information postulate requires that a system’s cause–effect power is specific: the

system in its current state must select a specific cause–effect state for its units.

Likewise, mechanisms within the system must select a specific cause and effect state

over their purviews. The exclusion postulate requires that a complex must be

constituted of a definite set of units, and that mechanisms within the complex specify a

definite cause and effect. By the principle of maximal existence, cause–effect states,
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complexes, and the cause–effect states of a mechanism within the system are identified

as those with maximal cause–effect power.

However, for systems with built-in symmetries in their architecture or in the

input–output functions of their units, multiple sets of units or cause–effect states may

“tie” for maximal intrinsic information or integrated information [1–4]. While such ties

are frequently encountered in small, deterministic toy models, they are unlikely to occur

in realistic systems. In fact, IIT requires a degree of indeterminism at the micro-level

from first principles. Ties are a consequence of symmetries in the substrate TPMs,

which also become increasingly unlikely for larger, more realistic systems and are thus

unlikely to play any role in the empirical application and evaluation of IIT. Nevertheless,

such ties should be resolved in line with IIT’s postulates and principles, as we outline in

the following for algorithmic purposes. In general, ties that occur at an intermediate

step in the algorithm are resolved based on the principle of maximal existence by

considering the subsequent postulates (essential requirements for existence) in order.

Maximal substrates can be identified using an iterative algorithm (25). A maximal

substrate excludes all overlapping systems with lower φs from existing as complexes. If

overlapping systems tie for max
S⊆Uk

φs(Te, Tc, s), we apply the maximum existence principle

taking their respective Φ values (composition) into consideration and choose the system

with maximal structure integrated information Φ as the complex. In the rare case that

two or more such systems also tie in Φ, these systems do not comply with the exclusion

postulate. For this reason, they do not qualify as complexes and we choose the next

best system (based on φs) that is unique [5] (see also [2] for a similar line of reasoning).

For a system, the maximal cause–effect state s′ = {s′
c, s′

e} is the one that maximizes

the system’s intrinsic cause and effect information. However, if multiple states comply

with equation (12), we select the one for which the system specifies the maximal

integrated information φs(Te, Tc, s, θ′) (21) over its minimum partition θ′. This is again

in line with the principle of maximal existence: being tied for intrinsic information, it is

the integrated information φs that determines in which cause-effect state the system

“exists the most.”

Remaining ties in which multiple cause-effect states specify the same φs rarely

matter for system selection, but need to be resolved in order to determine the system’s

cause–effect structure. By the maximum existence principle, we choose the cause–effect
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state that maximizes the system’s structure integrated information Φ. As above, in the

rare case that two or more states also tie in Φ, the system does not comply with the

information postulate and thus does not qualify as a complex (unless the cause-effect

structures are actually identical from the intrinsic perspective, in which case the tie

would be extrinsic and not a violation of the information postulate).

The cause or effect state of a mechanism within the system for a candidate purview

is first selected based on its intrinsic information ii(m, z) (36). Next, we compare the

integrated information φ(m, Z) (42) of all maximal cause or effect states across all

possible purviews (including all possible ties in ii(m, z) within a candidate purview) to

identify the maximally irreducible cause or effect z∗
c/e of the mechanism within the

system (45). By the maximum existence postulate, potential ties in max φd(m, Z) and

thus in the cause–effect state z∗
c/e of a distinction may be resolved at the level of the

cause–effect structure, by selecting the z∗
c/e that maximizes the system’s structure

integrated information Φ. Accordingly, in case of state ties within the same purview, we

select the state that is congruent with the system’s cause–effect state s′. In case of ties

across different purviews, the maximal cause–effect state will generally correspond to

the one that supports the most relations with other distinctions, which typically favors

larger purviews.
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