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S2 - Comparison to IIT 1.0–3.0 and subsequent

publications

As highlighted in the main text, IIT is a work in progress. While the core theory has

remained the same, its formal framework has been progressively refined and

extended [1–4]. Compared to prior versions (IIT 1.0 [1, 2], IIT 2.0 [3, 5, 6], and IIT

3.0 [4, 7–9]), IIT 4.0 presents a more complete, self-consistent formulation. The most
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notable advances in IIT 4.0 include the introduction of an Intrinsic Difference (ID)

measure [10,11] that is uniquely consistent with IIT’s postulates, the explicit assessment

of causal relations [12], and a more exact translation of the axioms into postulates.

Because IIT 3.0 already included a comparison to IIT 1.0 and 2.0 (see [4], Supporting

Information Text S1), we mainly focus on subsequent developments.

Axioms and postulates

The starting point of IIT has always been phenomenology, but the axioms and

postulates of the theory were first explicitly presented in IIT 3.0 [4, 13]. The updated

4.0 exposition of IIT’s axioms explicitly separates phenomenal existence, which is not a

property, from intrinsicality, which is one of the essential properties of phenomenal

existence. Accordingly, the existence of experience is introduced as IIT’s foundational,

zeroth axiom. The remaining five axioms (intrinsicality, information, integration,

exclusion, and composition) capture the essential properties that are immediate and

irrefutably true of every conceivable experience.

Compared to IIT 3.0, the formulation of the axioms has been refined to avoid

misunderstandings [14,15] and to highlight their immediacy and irrefutability. The

formulation of IIT’s postulates has been updated accordingly with the objective of

tracking the phenomenal axioms as closely as possible. For example, conforming more

closely to the information axiom, the information postulate requires that the system

must select a specific cause–effect state over its units. The composition axiom now

highlights both phenomenal distinctions and their relations. By the composition

postulate, phenomenal distinctions and relations are accounted for in physical terms by

causal distinctions and relations. Because only an experience that exists intrinsically, in

a way that is specific, irreducible, and definite can also be structured, composition takes

the final position in the ordering of the axioms and postulates.

Background Conditions

The IIT 4.0 mathematical framework updates the treatment of background conditions

(units W = U \ S). In IIT 3.0 [4], the background units were fixed (conditioned) in their

current state for the evaluation of effects, and fixed (conditioned) in their actual past
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state for the evaluation of causes. In publications since then, the actual past state of

background units was considered to be unavailable from the intrinsic perspective of the

system, so instead the background units were fixed (conditioned) in their current state

for evaluating both causes and effects [11,12,16,17]. However, fixing the background

conditions in the current state for evaluating causes leads to situations where the current

state is unreachable (no cause). In IIT 4.0, the treatment of background conditions is

updated to causally marginalize the background units, conditional on the current state

of the universe (see Identifying substrates of consciousness). This formulation avoids the

problem of unreachable states, while also only requiring knowledge of the current state

of background units (the ‘context’ for the causal powers analysis).

Identifying maximal substrates

The IIT 4.0 formalism to identify maximal substrates was first described in detail

in [17]. Maximal substrates, or complexes, are identified based on their system

integrated information φs (as in IIT 2.0 but unlike IIT 3.0, which evaluated integration

after composition). System partitions remain directional (as in IIT 3.0). In IIT 4.0, the

minimum partition (MIP) is identified as the partition with minimal integrated

information (φs), normalized by the maximal possible value of φs across this partition

for an arbitrary TPM of the same dimensions (23). In this way, the MIP is sensitive to

the fault lines of a candidate system, rather than defaulting to partitions of individual

system units. The IIT 4.0 analysis is state-dependent (as in IIT 2.0 and 3.0) and

requires positive cause and effect power for a system to exist (as in IIT 1.0 and 3.0).

Measuring intrinsic information

Supplanting prior measures such as the Kullback-Leibler divergence (KLD, IIT 2.0 [3]),

or the (extended) Earth Mover’s Distance (EMD, IIT 3.0, [4]), the IIT 4.0 formalism

features a newly developed Intrinsic Difference (ID) measure [10], which uniquely

complies with the postulates of IIT. Formally:

Theorem 1 Let (p, q) ∈ TU be two probability distributions, and D : (TU , TU ) → R,
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where D satisfies Properties I, II and III defined in [10]. Then

D(p, q) = max
u∈ΩU

{f(p(u), q(u))},

where

f(p(u), q(u)) = k p(u) log
(

p(u)
q(u)

)
, k ∈ R+. (1)

The proof of the Theorem can be found in [10]. Note that ID is related to the KLD,

which can be viewed as an average of the point-wise mutual information across states

and is an additive measure. By contrast, the ID is defined based on the state that

maximizes the difference between distributions (specificity property). Accordingly, the

intrinsic information specified by a system (or mechanism) over a cause or effect state is

evaluated as a product of informativeness and selectivity, which makes it subadditive if

p < 1, that is, if cause–effect power is spread over more than one state. As intrinsic

information is evaluated over specific cause or effect states, its maximal value over a

state distribution identifies the specific cause or effect state selected by the system (or

mechanism), in line with the information postulate. The intrinsic effect information iie

is equivalent to the ID between the constrained and unconstrained effect probability

distributions, but the intrinsic cause information iic is not because of the use of

backwards cause probabilities for selectivity (see main text).

Causal distinctions

Distinctions capture how the various system subsets specify system subsets as their

cause and effect within the system. In IIT 3.0, distinctions were called “concepts”

(which composed to a “conceptual” structure), a term that could generate unnecessary

misunderstandings [12]. An updated formalism to identify causal distinctions was first

presented in [11]. As in IIT 3.0, causes and effects must be specified in a way that is

irreducible (φd > 0). Unlike IIT 3.0, in IIT 4.0 distinctions select a specific state as a

cause and an effect. The definition of cause and effect probabilities π(z | m) ((30), (33)

and (29)) remains unchanged, but is now presented more formally in terms of product

probabilities, rather than referring to “virtual elements” [18,19]). In IIT 4.0, a

mechanism selects a specific cause and effect state based on the Intrinsic Difference (ID)
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measure introduced in [10] (see above). The set of permissible partitions θ ∈ Θ(M, Z)

(38) has also been updated [11,19] to ensure that partitions are always “disintegrating”

the mechanism.

The present formulation includes several updates compared to [11]. First, the

cause–effect state z′ is selected based on the intrinsic information iie(m, Z) (36), before

evaluating its integrated information φ(m, Z) (42) for z′. This is because the cause and

effect of m (its cause-effect state) should be determined by the mechanism as a whole,

independent of how it can be partitioned. Second, we evaluate intrinsic information

without the absolute value, as in [10], because, to comply with the existence postulate, a

mechanism’s cause state should be one that would increase the probability of its current

state, and its effect state one whose probability would be increased by the mechanism

being in its current state. Third, to correctly capture this increase in probability on the

cause side, the informativeness term is expressed in terms of forward probabilities (as

opposed to backward probabilities employing Bayes rule) also on the cause side for iic

and φc, evaluating the increase in probability of the current state due to the cause state.

Fourth, we have updated the resolution of ties at the level of distinctions according to

the principle of maximal existence (see S1 Text). Finally, a candidate distinction only

contributes to the system’s cause–effect structure if its maximal cause–effect state z∗ is

congruent with the maximal cause–effect state s′ of the system.

Causal Relations

Relations bind together a set of causal distinctions over a congruent overlap between

their causes and/or effects. Developing an explicit account of phenomenal relations in

terms of causal relations was a main goal of IIT since IIT 1.0. IIT 3.0 employed a

distance metric—the Earth Mover’s Distance—that was sensitive to whether different

distinctions (“concepts”) had similar cause–effect repertoires, but relations did not

figure explicitly in the formalism despite their central role in characterizing experience.

An explicit account was first described in [12]. The IIT 4.0 formalism further

distinguishes between relations (which bind a set of distinctions with overlapping causes

and/or effects) and the faces of a relation (which specify the maximal overlap of a set of

purviews and jointly characterize the type of the relation). Moreover, the amount of
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information specified by a distinction over the overlap and the way relation partitions

are assessed differs from the original account [12]. Because distinctions are irreducible

components within the cause–effect structure upon which relations are built, a

distinction involved in a relation contributes its entire φd, weighted by the extent of its

joint overlap (55). For this reason, we do not recompute the irreducible information of

the mechanism m of a distinction d(m, z∗, φd) over the candidate overlap o. In [12],

distinctions contributing to a relation were partitioned by “noising” the interactions

among distinction units.

Φ-structures

In IIT 4.0, a system is a substrate of consciousness (a complex) if it corresponds to a

maximum of system integrated information φs, as determined through information,

integration, and exclusion. This is similar to IIT 2.0 [3], although in that case only

causes (and not effects) were evaluated. The quality of the experience is identical to the

Φ-structure of distinctions and relations unfolded from the complex. The quantity of

experience corresponds to the Φ value, the sum of the integrated information of the

distinctions and relations that compose the Φ-structure. In IIT 3.0, the determination

of the complex through information, integration, and exclusion took into account its

compositional structure, although without explicit relations. However, the Φ value

corresponding to the quantity of consciousness only captured the distinctions affected

by the minimum partition, as opposed to all the distinctions (and relations) unfolded

from a maximally irreducible substrate. Because Φ is not evaluated with respect to a

MIP, there is no normalization involved in determining Φ (in contrast to φS). Instead,

Φ captures the complete structure integrated information of a complex in the form of a

sum over the integrated information φ of all components of the complex (its distinctions

and relations), where the sum was chosen as the simplest option that captures all that

exists within the complex. As such, Φ in IIT 4.0 is more aligned with the common-sense

notion that the quantity of consciousness relates to the “richness” or “vividness” of an

experience considering all its contents. However, whether a system exists as one

integrated entity is evaluated by its system integrated information φs, which is not

compositional.
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