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S3 - Analytical solution for > ¢, and the number of
causal relations

Here, we show how the sum of the relation integrated information over all the causal
relations (3 ¢,) and the number of relations can be computed without assessing the

relations individually. We only need the set of causal distinctions:

D(Te, Te,s) ={d(m) : m C s, pa(m) >0, z2(m) C s¢, 2(m) C s},

September 12, 2023

1/4



where d(m) = (m, z*(m), pa(m)) and z*(m) = {z¥(m), z5(m)}.

C

Analytical computation of > ¢,

Given a subset of distinctions d C D(T, Tz, s) with |d| > 2, any subset z of purviews
that contains either the cause, or effect, or both the cause and effect of each distinction
d € d and overlap congruently defines a relation face f with face overlap o} = N.es 2
The relation overlap is further defined as the union of the face overlaps | Fef(d) o},
where f(d) represents the set of all the faces over the distinction set d. Here,

intersection and union take into account both the units and their states.

First, we can show:

U oi= (=@ u=(d),

fef(a) ded

by proving any unit n in ¢ ¢g) 07 is in (Nyeq (22(d) U z2(d)) and vice versa:

n e U 0} <= 3f€ f(d),n€o} < Vded,necz|(d)ornc z/(d)
fef(d)

= Vdednez(dUzi(d) < ne () (2(d)Uz(d)
ded

This helps us to rewrite the relation integrated information of a set of distinctions

d C D(T.,Te,s) with |d| > 2 as:

min . F4
(zarpa)ed |25 (d) U 2¢(d)]

M (@ u=z(d)

ded

We further define the set of 2} (d) U zX(d) of all distinctions in D and their

corresponding distinction integrated information as:

2(Te, Teys) = {(22(m) U 2 (m), p(m)) = (m, 2" (m), pa(m)) € D(Te, Te, 5)}-

Now, given a single node n in a specific state, we can find all the distinctions that

contain n in that state in their cause, or effect, or both purviews as:
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Z(n) = {(Z,(p) : (z7¢) € 2(7—8777278)777‘ € Z} (1)

Any subset of Z(n) of size 2 or larger defines a relation whose overlap contains at
least n. Formally, for » C Z(n), |r| > 2, there exists a relation with relation purview

ﬂ(Zde)Er zq and integrated information value of:

. Pd
ﬂ zq| min

(2arpa)ET (za,pa)er |2d|

Note that, by definition of Z(n) and Z(7¢, T, s), z4 is the union of cause and effect
purviews. Using the definition of Z(7¢, 7., s) and Z(n), we can write the sum of the

integrated information of relations, except self-relations, as

Z . Pd Z Z . Pd
m Zd min ﬁ = min ﬁ,
s c z s c zZ
rCZ(T Tos) |Gapaer | CHFPVETIZ L EiTsr Cany Farpa)Er 12
r>2 |[r|>2

By factoring the sum over r C Z(7, 7., s) into two sums over the nodes n and the
relations whose purview contains at least n, r C Z(n),|r| > 2, we are overcounting each
relation by a factor of its joint purview size ﬂ(Zde)ET zq|. For example, if a set of
distinctions make up a relation  over two units n; and ng, they all are members of
both Z(n;) and Z(ny). Therefore, r C Z(n;) and r C Z(n2). This simplifies the
summand to just min, ., jer %. To compute the inner sum, we can sort the
distinctions in Z(n) by their % value in a non-decreasing order, such that (z(1), (1))
has the summary est % ratio, (z(2),¢(2)) has the second smallest ﬁ ratio, and so on.

Then, we can compute the sum as:

|Z(n)]|

Z N Z PG) (212mI=i _ 1),
wC i Covaer 2al = 12G)]
Ir|>2

In words, any subset 7 C Z(n),|r| > 2, that contains (z(1), (1)) will have

pd . PO
Zd,9d) €T Tz4] ERNN

min There are 212(™I=1 _ 1 of such subsets. Similarly, there are
212(n)1=2 _ 1 gubsets that contain (2(2), ©(2)), but not (z(1y,¢(1), etc. This helps us

arrive at our final results:
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[Z(n)|

> N 2 min 2= % PG) (9l Zm)I=i _ 1),

2d, er |2 - Z(q
PCE(ToTors) | (zaspa)Er (za,pa) | d| nestUs, j=1 | (])‘
[r[>2

This gives us the sum of the relation integrated information of all the relations, except
the self-relations, i.e. |r| = 1. The self-relations can be assessed individually without

combinatorial explosion.

Analytical count of the number of relations

We can also count all the causal relations among all the distinctions in D(7e, 7¢, s) by

generalizing the definition of Z(n) in (1) to all the subsets 0 C s/, U s.:
Z(0) ={(z,¢) : (z,9) € 2(Te, Te; 5), 2 2 o}

For each distinction d € D(7., Te, s), there is a corresponding element
((z2(d) U zE(d), o(d)) in Z(0) if 0 C 2%(d) U z7(d). Any subset of Z(0) of size 2 or larger

defines a relation whose overlap contains at least 0. The number of such subsets is:
212l _ | z(0)| - 1.

We can count all the relations by applying the inclusion-exclusion principle (from

combinatorics) as:

> (1l (2201 - z(0) - 1)

oCs/Us.
This is the number of all the causal relations among the causal distinctions in
D(Te,Te, s), except the self-relations. Again, the self-relations can be counted

individually without combinatorial explosion.
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