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S1 - Footnotes

1) A substrate should be understood as a set of units that can be observed and

manipulated.

2) As mentioned in the section “Determining maximal unit grains,” a substrate unit

must be maximally irreducible within, which is likely the case for “real” neurons

in the brain, but is not the case for “virtual,” simulated neurons in a computer

program.
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3) Tononi, G. On Being (forthcoming book).

4) Strictly speaking, distinctions and relations that can be singled out phenomenally,

such as a spot, a book, and so on, correspond, in physical terms, to bundles of

distinctions and relations (compound distinctions and relations)—that is, to

sub-structures of a Φ-structure (Φ-folds) [1, 2]. This can be understood in neural

terms because attentional mechanisms can only highlight subsets of units, and

thereby all the associated distinctions and relations, rather than individual

distinctions and relations. In other words, introspection is the starting point for

an explanation of experience in physical terms, but it can only go so far. A full

explanation can only be provided through a back-and-forth between the properties

of a substrate, which can be explored in great detail, and the properties of

experience, which can only be characterized crudely through introspection.

5) Whether these assumptions are ultimately compatible with fundamental physics

remains to be determined. However, it is only consistent to assume that the TPM

should include all causally relevant aspects of a system and causation may still be

discrete even if the system’s evolution may be described in terms of continuous

fields.

6) While the IIT formalism can be applied to hypothetical or simulated systems (as

we do for the example systems in the “Results and discussion” section), for the

resulting quantities to capture existence in physical terms they must be applied to

substrate units that can actually be observed and manipulated in physical terms.

7) As demonstrated in [3], it is possible to extend IIT’s causal framework to finite

quantum systems under unitary evolution, where the conditional independence

assumption applies to non-entangled subsystems.

8) Note that this notion of irreducibility based on set-partitions differs from typical

information-theoretic notions such as redundancy or synergy [4–6].

9) A principle of IIT not discussed here is the Principle of becoming, which states

that powers become what powers do. That is, conditional probabilities in the

TPM update depending on what happens. The principle and some of its

implications are examined in (3).
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10) “Strongly connected” means that every node can be reached from every other

node in a directed graph.

11) Marshall W, Findlay G, Albantakis L, Tononi G. A Mathematical Framework for

Cause-Effect Power Analysis of Macro Units (in prep.).

12) Units within the candidate system are causally marginalized based on a uniform

distribution to discount their causal contribution if they are not part of the

mechanism or purview under consideration. By contrast, units outside the

candidate system (background conditions) are causally marginalized conditional

on the current state of the universe, potentially leading to a non-uniform

distribution.

13) It is useful to note that we can partition a cause-effect structure into distinction

Φ-folds as follows. To do so, we assume that each distinction contributes equally

to the existence of a relation r(d), because removing any distinction d ∈ d will

“unrelate” the set d. Thus, we assign the proportion of φr(d) that each individual

distinction d ∈ d contributes to the full quantity to be φr(d) = φr(d)/|d|. We can

then define the Φd of a distinction Φ-fold C({d}) as the sum of all φr(d) values of

each relation in C({d}). The Φd values of all distinction Φ-folds with d ∈ D then

sum to the Φ value of the entire cause-effect structure C(D).

14) Boly, M et al. Neural correlates of pure presence (in prep.).

15) The result of [7] is being extended to the updated 4.0 framework: Findlay et al.

Dissociating Artificial Intelligence from Artificial Consciousness (in prep.).

16) Comolatti, R et al. Why does time feel flowing (in prep.) and Grasso, M et al.

How do phenomenal objects bind general concepts with particular features? (in

prep.).

17) Mayner WGP, Juen BE, Tononi G. Meaning, perception, and matching:

quantifying how the structure of experience matches the environment (in prep.).

18) Zaeemzadeh, A et al. Shannon Information and Integrated Information (in prep.).
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