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Measurement of health care outcomes has become
the contemporary philosophers’ stone for public
health researchers, managers, and politicians
alike. Each group recognises that the rational use
of scarce resources depends on measuring the
effectiveness of different procedures and pro-
grammes of care.! This point was clearly made by
Cochrane in 19722 and there has since been
increasing interest in developing indicators of
health care outcome.> Donabedian defined
(health care) outcome as ‘“‘those changes either
favourable or adverse in the actual or potential
health status of persons, groups or communities
that can be attributed to prior or concurrent care”.*
Attributing changes in health status to prior or
concurrent care is no simple matter and there is
continuing uncertainty concerning how this can
and cannot be done.’

Outcome of disease or outcome of health
care?

Health services researchers, following Don-
abedian, commonly use the term “outcome” as
though it is synonymous with “health care out-
come”’; this is confusing. Changes in health status
can be considered more generally as measures of
the outcome of disease processes and other influ-
ences on health.® Health care is only one of the
factors which determines the outcome of disease.
Age, gender, ethnicity, psychological factors, the
social and physical environment, and the nature of
underlying and associated conditions also com-
bine to influence the prognosis. A clear distinction
should therefore be maintained between the
general term ‘“‘outcome” and the specific term
“health care outcome”.

It should not be very difficult to suggest changes
in health status which might act as indicators of
outcome for a given condition. For example, in
diabetes the rates of admission to hospital with
acute complications such as hyperglycaemia and
hypoglycaemia, or the incidence of chronic com-
plications such as chronic renal failure and limb
amputation, have been suggested as suitable
measures of outcome.” A recent review of the
measurement of health status provides additional
guidance.® The major difficulty in describing
health status changes as health care outcomes lies in
attributing outcomes experienced by patients to
prior health care intervention. Obtaining ‘“con-
vincing evidence that health status changes are in
fact due to health service interventions is an
essential objective of outcome analysis”.3

Use of aggregate data

There may be a small number of health care
interventions which are so effective that the
observed variation in outcome among populations
is mainly explained by use of the intervention.
Given high standards of medical practice there
should be few if any deaths from a small number
of conditions which are amenable to health care
intervention.® Mortality from these conditions
can be considered as measures of health care
outcome.'® Although epidemiological studies
have yet to demonstrate the validity of
‘“avoidable’” death indicators as measures of
health care outcome,!! it may be argued that even
if social and environmental factors contribute to
variations in the incidence and case fatality of
these conditions, effective health services should
be able to limit the impact of these influences on
area mortality rates.

More often the proportion of variation in
outcome explained by health care intervention is
rather small when compared with random and
systematic variation in the natural history of
diseases.!? Variations in case mix are likely to be
even more important in evaluating variations in
outcome among health care providers than among
geographical areas within countries. As well as
being the most important influence on outcome,
case severity is of course the most important
determinant of the type of health care patients
receive. Thus before health care outcomes can be
assessed it will usually be necessary to have good
measurements of the confounding influences of
case severity. Outcomes which can be monitored
using aggregate data can rarely be shown directly
to be health care outcomes.!3

Experimental and observational studies
Random allocation is the only certain way of
ensuring that there are no systematic differences
in the prognostic characteristics of patient
groups.!® Differences in outcome among treat-
ment groups in randomised trials are measures of
health care outcome. There are many practical
limitations to the use of randomised trials,
however, and randomised trials can rarely be used
to investigate the quality or effectiveness of
routine health care for which there is greatest need
of evaluation.!

Thus observational study designs, utilising
routinely or specially collected data, will
inevitably be used to evaluate influences on the
outcomes experienced by particular populations
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or patient groups.!> Several recent observational
studies which examined the outcome of common
and important health care problems have been the
subject of considerable debate. The problems
investigated included: the effectiveness of alterna-
tive therapies in the management of breast can-
cer!®; use of the bronchodilator fenoterol and
death from asthma!?; mortality following
transurethral resection of the prostate!®; and use
of hospital mortality rates to measure the outcome
of health care at hospitals treating Medicare
patients.!® The cause of controversy was an
attempt to explain outcome in terms of two groups
of variables: health care and case severity. The
reported associations of health care characteristics
with outcome measures might be accounted for
either by incomplete adjustment for confounding
of treatment allocation with case severity or in
terms of the quality or effectiveness of care.

Definition of severity
Severity is not a concept which is defined in
standard epidemiological texts. One definition
which has been used is: “severity is defined as risk
of death or temporary or permanent im-
pairment”.2® Severity measures should also be
characteristics of patients; characteristics of the
structure or process of health care cannot be
considered as measures of severity even though
they may be prognostic factors. Since the risk of
an adverse outcome may be modified by health
care, severity must be measured before the start of
health care intervention.?! Severity and outcome
may both be measured on the same scale. For
example, the severity of disability resulting from
multiple sclerosis may be measured on the
Kurtzke scale and the outcome after intervention
measured in terms of the change in position on the
scale.?? Non-fatal outcomes occurring during the
course of treatment may be prognostic factors for
later outcome events but they cannot be accepted
as measures of severity because they may be
influenced by prior health care. Similarly, failure
to respond to treatment may be associated with an
unfavourable outcome but cannot be considered
as a measure of severity. In fact separation of
prognostic groups according to response to treat-
ment is one of the sources of misleading claims
concerning the effectiveness of treatments.?>

Severity is thus defined by collecting informa-
tion concerning important prognostic variables
which are characteristics of patients measured
before the start of health care invervention.?! If
measures of severity are to be used to adjust
observed outcomes for case mix it is important
that they provide valid predictions of the expected
outcome for groups of patients with given case
severity.24

If a large part of the variation in outcome is
explained by few variables then characterisation
of severity may be easy. For example the main
influences on the outcome of burns patients are
the age of the patient and the extent of the burn
area.?> More often many different variables are
associated with prognosis, and data collection
must be considered for all of them. It cannot be
assumed that all important prognostic factors are
known. Even if they are, methods of measurement
and classification may not be standardised and the
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status of the variable in an individual may change
over time. Thus incomplete ascertainment and
misclassification of confounding variables
represent the major problems in attempting to
characterise severity.

Selection of variables

The values of patient scores on confounding
variables are usually combined in a prognostic
model. Two problems exist in identifying vari-
ables to be included in a prognostic model. First,
the factors which influence the prognosis may be
incompletely known. Secondly, some selection
must usually be made from the many variables
which are known to influence the prognosis.

The development of prognostic indices and
severity measures has been largely applied to
acute illnesses or conditions, such as cancers, in
which the clinical course tends to be relatively
constant. Many of the influences on health status
changes in chronic diseases have yet to be
identified. The factors which confer susceptibility
to the long term complications of diabetes are
largely unknown?® and there is relatively little
evidence to support the attribution of these
measures of outcome to prior health care.2” Thus
for common conditions which impose great bur-
dens on health services there is at present only
limited understanding of the factors which influ-
ence the prognosis and correspondingly little
possibility of attributing outcomes either to health
care or to case severity.

Some prognostic models have been compiled on
the basis of investigators’ subjective opinions of the
variables which should be included, sometimes
without subsequent validation of the index.?®
Multivariable statistical methods are now more
commonly used to identify the variables which are
independent predictors of outcome.?! Although
automatic variable selection procedures are com-
monly used to eliminate variables which do not
make a significant contribution to the prediction of
outcome, it has been argued that such procedures
should be used infrequently unless the candidate
variables are of no intrinsic interest and this is
unlikely to be the case in outcome studies.??

Prognostic models may perform excessively
sensitively for the data set for which they were
developed. Particularly for large data sets, vari-
ables may be inappropriately selected on the basis
of type I errors. Avoidance of overfitting can be
achieved by cross validation of the model; the
model should be developed from one random halif
of the data and validated against the second
half.3° 3! External validation is also required when
the model is applied to an entirely new set of data,
since the importance of confounding variables
may differ among populations.>! For non-
condition-specificindices, the validity of the index
may vary according to the nature of the condition
being examined.?? Harrell ez al have emphasised
that predictive discrimination (‘“‘the ability to
separate patients with good and poor outcomes’’)
is the appropriate measure of the validity of a
prognostic model.32 Variables should be included
not only on the grounds of statistical significance
(whether any contribution is made to prediction)
but also on the amount of prognostic information
which the variable contributes to the model.3*
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Data quality and misclassification

Many prognostic indices have been developed in
the context of particular cohort studies or from
case series collected in particular institutions.
Such indices may lack general utility, either
because the data requirements are excessive for
routine use or because the methods of data
collection and the definition of variables are
unique to the local circumstances. Variables
selected for measurement and the methods of
measurement should be standardised between
studies where possible.3> The development of
prognostic indices with particular attention to the
succinct specification of the variables to be
included and to the operational definition of the
variables has facilitated their more widespread
acceptance. Examples include the Glasgow coma
scale3® and the Apgar score.? Such simplification
is likely to be associated with incomplete
adjustment for confounding.

Patients’ clinical records remain the major
source of information concerning their health
care, but these suffer from a number of limita-
tions. Inconsistent and incomplete recording of
important items of data can usually be expected
when clinical records are used as a data source.3®
There may be little relation between the quality of
data and the quality of care.3° Clinical findings are
mainly used as aids to decision making. The aim is
not to collect data which will provide the most
precise characterisation of the prognosis. Clini-
cians also use non-quantifiable impressions based
on experience to determine what treatment
patients receive; the implicit basis of clinical
decision making may not be made explicit in
clinical records. It has been shown that clinicians’
subjective opinions of the severity of the patients
condition are powerful prognostic factors in their
own right.#° 4! For this reason it would not be
surprising to find that adjustment for severity,
based on information obtained from clinical
records, was incomplete.

When relevant items of data are recorded they
may be subject to misclassification. Random
misclassification of confounding variables results
in a reduced ability to control for confounding.?
If the sensitivity and specificity of the classi-
fication of the confounder are known, then the
effect of random misclassification may be evalu-
ated in simple cases. Where there are several
confounding variables, the consequences of mis-
classification may be difficult to predict.?> Mis-
classification is often biased. For example,
systematic understaging of bladder neoplasms is a
well recognised problem.#* The extent to which
patients are investigated varies among institu-
tions, and this can also contribute to differential
misclassification.#> Thus misclassification in the
measurement of confounding variables is likely to
contribute to the problem of residual confounding
and can also result in biased adjustment for
confounding.

Risk adjusted measures of outcome

Prognostic models have a number of limitations:
data requirements may be excessive for routine
use; measurement and recording of important
variables may not be standardised; many prognos-
tic variables are not known; the prognostic factors
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which are important may vary among populations
and over time in the same population. Despite
these limitations the use of prognostic models to
adjust for case severity provides an additional
insight into the association of outcome with case
severity and health care. Differences between the
observed outcomes in a group of patients and
those predicted by the prognostic model have
been termed “risk adjusted monitors of out-
come”.?! When observational data are used to
evaluate health care, risk adjusted measures of
outcome provide the nearest available approxi-
mation to measures of health care outcome but
interpretation will always require consideration of
case mix as well as health care intervention. It is
never possible to be entirely sure that complete
and unbiased adjustment has been made for
confounding.

In the United Kingdom few routine data allow
the development of risk adjusted measures of
outcome.*® In specific studies, risk adjusted
measures of outcome have been used to monitor
the introduction of new technologies,*” 48 to
monitor trends in outcome over time,?° and to
examine contemporary variations in outcome
among providers.>® For example, McArdle and
Hole>° examined variation in practice among 13
surgeons performing surgery for colorectal car-
cinoma. They found that there were systematic
differences among surgeons in rates of postopera-
tive complications, postoperative mortality, and
long term survival which were not explained by
adjusting for severity. It was reasonable to con-
clude that some surgeons were more effective than
others in treating this disease and to recommend
that surgery be concentrated in the hands of
specialists. If this study had shown that variation
in outcome among surgeons was mainly explained
by differences in case severity, then this would
have given greater emphasis to the need for more
effective treatments for groups of patients with
particular  prognostic characteristics. The
unadjusted association between surgeon and out-
come identified a problem; use of adjustment for
severity provided an additional insight into the
possible causes and the type of intervention which
might be helpful in resolving the problem. A
randomised trial would be required to provide
unequivocal evidence of the effectiveness of the
recommended solution.

Conclusions

A number of different changes in health status can
be considered as outcomes of disease. Health care
is only one of the factors which influence the
outcome of disease. A clear distinction should
therefore be maintained between the general term
“outcome” and the specific term ‘“health care
outcome’’. Unequivocal measurements of health
care outcome can only be made in randomised
trials. In observational studies the baseline char-
acteristics of patients which characterise case
severity must also be taken into account. Incom-
plete and inaccurate ascertainment of con-
founding variables limits the extent to which
severity can be evaluated. Although it is never
possible to be sure that confounding by differ-
ences in case mix has been fully evaluated, the
estimation of risk adjusted measures of outcome
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provides the closest approximation to measure-
ment of health care outcomes that can be obtained
using observational data. Routine information
systems should record measures of outcome for
different conditions together with simple prog-
nostic information relating both to characteristics
of patients and to health care intervention.
Researchers should aim to identify and evaluate
all of the factors which influence the prognosis;
such information is needed particularly for condi-
tions with a chronic clinical course.
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