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1 TITLE: Developing a machine learning algorithm to predict the probability of aseptic loosening of 

2 the glenoid component after anatomic total shoulder arthroplasty: a protocol for a retrospective, 

3 multicentre study.

4

5 MESH KEYWORDS: “Arthroplasty, Replacement, Shoulder”, “Shoulder Prosthesis”, “Glenoid 

6 Cavity”, “Prosthesis Failure”, “Reoperation”, “Artificial Intelligence”, “Machine Learning”

7

8 ABSTRACT 

9 Introduction

10 Despite technological advancements in recent years, glenoid component loosening remains a common 

11 complication after anatomic total shoulder arthroplasty (ATSA) and is one of the main causes for 

12 revision surgery. Increasing emphasis is placed on the prevention of glenoid component failure. 

13 Previous studies have successfully predicted range of motion, patient-reported outcomes, and short-

14 term complications after ATSA using machine learning methods, but an accurate predictive model for 

15 (glenoid component) revision is currently lacking. This study aims to use a large international 

16 database to accurately predict aseptic loosening of the glenoid component after ATSA using machine 

17 learning algorithms. 

18 Methods and analysis

19 For this multi-centre retrospective study, individual patient data will be compiled from previously 

20 published studies reporting revision of ATSA. A systematic literature search will be performed in 

21 Medline (PubMed) identifying all studies reporting outcomes of ATSA. Authors will be contacted and 

22 invited to participate in the Machine Learning Consortium by sharing their anonymised databases. All 

23 databases reporting revisions after ATSA will be included and individual patients with a follow-up 

24 less than 2 years or a fracture as the indication for ATSA will be excluded. First, features (predictive 

25 variables) will be identified using a random forest feature selection. The resulting features from the 

26 compiled database will be used to train various machine learning algorithms (Stochastic Gradient 

27 Boosting, Random Forest, Support Vector Machine, Neural Network and Elastic-Net Penalized 

28 Logistic Regression). The developed and validated algorithms will be evaluated across discrimination 

29 (c-statistic), calibration, the Brier score, and the decision curve analysis. The best-performing 

30 algorithm will be used to create an open-access online prediction tool.

31 Ethics and dissemination
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32 Data will be collected adhering to the World Health Organisation (WHO) regulation on data sharing. 

33 The study will be published in a peer-reviewed journal. An Institutional Review Board (IRB) review 

34 is not applicable.

35

36 STRENGTHS AND LIMITATIONS OF THIS STUDY

37 - A large international database will be collected, which increases accuracy, validity, and 

38 external applicability.

39 - A clinical prediction model using machine learning algorithms will be developed to estimate 

40 the probability of aseptic loosening of the glenoid after ATSA.

41 - An open-access prediction tool based on the best performing algorithm will be made available 

42 online that can guide medical professionals in personalised treatment decision-making.

43 - The study is dependent on data provided by third parties, which is a potential source of bias.

44 - Input variables will be selected and categorised based on completeness and uniformity across 

45 data sources, potentially decreasing the amount of detail in the study. 

46

47 INTRODUCTION

48 Anatomic total shoulder arthroplasty (ATSA) is used for glenohumeral arthropathy causing pain 

49 and/or a reduction in range of motion. Despite technological advancements in recent years, glenoid 

50 component loosening remains a common complication after ATSA and is one of the main causes for 

51 revision surgery. Glenoid loosening can be a trying complication to manage and the optimal course of 

52 treatment remains unclear.[1] 

53 Consequently, increasing emphasis is placed on the prevention of loosening. The predicted chance of 

54 glenoid component failure plays an important role in clinical decision-making such as patient 

55 selection for ATSA or which implants and techniques to use. Several previous studies assessing risk 

56 factors of glenoid component loosening identified patient, treatment and prosthesis characteristics 

57 related to glenoid component loosening. For example, male sex and a higher critical shoulder angle 

58 have been associated with higher rates of loosening and revisions.[2,3] Glenoid retroversion did not 

59 impact implant survivorship in one study of ATSA with minimal, noncorrective reaming.[4] 

60 However, a larger degree of retroversion may have more impact. Several previous studies have also 

61 identified aspects of the glenoid component design that correlated with the rate of loosening, such as 

62 whether the poly-ethylene is cross-linked, whether the component is pegged or keeled, or the usage of 

63 cement.[5–9] In spite of these studies identifying influential factors, accurate prediction of aseptic 

64 loosening of the glenoid component remains a challenge with conventional methods. 
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65 In recent years, machine learning or artificial intelligence has been used with increasing precision to 

66 predict outcomes after ATSA. A previous study using machine learning was able to accurately predict 

67 range of motion and patient-reported outcomes after ATSA. The most influential factors they reported 

68 were follow-up time, pre-operative range of motion and patient-reported outcome measures (PROMs), 

69 patients’ sex, and surgery on the dominant upper limb.[10] Another study was able to accurately 

70 predict the improvement in ASES scores after shoulder arthroplasty using machine learning.[11] The 

71 most relevant predictive factors were pre-operative ASES scores, pre-operative pain scores, Walch 

72 classification, fatty infiltration in the supra- and infraspinatus, and age. A previous study using 

73 artificial intelligence to predict patient satisfaction two years after shoulder arthroplasty found 

74 baseline Single Assessment Numeric Evaluation score, exercise and activity, workers' compensation 

75 status, diagnosis, symptom duration prior to surgery, body mass index, age, smoking status, anatomic 

76 versus reverse TSA, and diabetes to be predicting factors.[12] Two studies report predictive models 

77 on short-term complications after ATSA. One study using machine learning to predict complications 

78 and 30-day unplanned readmissions found that a history of implant complication, severe chronic 

79 kidney disease, teaching hospital status, coronary artery disease and male sex were the most important 

80 features.[13] The machine learning model found teaching hospital status and male sex as a markedly 

81 more important predictor compared to a logistic regression analysis of the same data. Another study 

82 on short-term complications after total shoulder arthroplasty found percentage haematocrit, BMI, and 

83 operative time were of highest importance in outcome prediction.[14] These studies demonstrate that 

84 machine learning may provide accurate predictions for the outcomes after ATSA. Machine learning is 

85 most effective with large amounts of data and is very dependent on the amount of detail. Furthermore, 

86 the algorithm needs to be widely applicable; a varied and international database provides the highest 

87 external validity.  

88 To our knowledge, there are no studies predicting the long-term complications such as aseptic 

89 loosening of the glenoid component using advanced machine learning techniques. Furthermore, 

90 previous machine learning studies are limited in accuracy and validity due to the sample size and 

91 homogeneity. Therefore, this study aims to develop a clinical prediction model for aseptic loosening 

92 of the glenoid component using machine learning algorithms trained on a large international database 

93 using clustered data. The large combined dataset is less prone to overfitting, and allows direct 

94 validation of models across a range of populations and settings, thereby increasing 

95 generalisability.[15] The predictive algorithm will be made available for clinical use through a 

96 publicly available online prediction tool.  

97

98 METHODS AND ANALYSIS

99 Data collection
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100 For this multi-centre retrospective study individual patient data (IPD) will be collected from 

101 previously published studies reporting failure and revision of ATSA. A systematic literature search 

102 will be performed in Medline (PubMed) identifying all studies that report a cohort of ATSA including 

103 revision as an outcome, the full search term is available in appendix 1. All original studies reporting 

104 revision or failure rates after ATSA will be included. Reviews and letters to the editor will be 

105 excluded, as well as studies published in languages other than English, Italian, Dutch, and French. 

106 Authors will be requested to share the databases used for the identified studies. After sharing their 

107 data, the authors will be included in in the Machine Learning Consortium. Inclusion criteria for 

108 individual patients within the provided databases are a minimum age of 18 years and a minimum 

109 follow-up of 2 years. Patients that underwent ATSA with a fracture as the indication or patients that 

110 underwent concomitant procedures such as a cuff repair, tendon transfer or bone graft will be 

111 excluded. The aim is to combine the IPD from previously published studies to create a large 

112 international cohort which can be used to train a machine learning algorithm to predict aseptic 

113 loosening of the glenoid component after anatomic total shoulder arthroplasty. Based on previous 

114 studies, we estimate a glenoid revision rate of approximately 2%, resulting in a required cohort of at 

115 least 5000 patients to achieve sufficient power for a model with up to 10 predictive variables.[6,16] 

116 Data curation and missing data

117 Completeness across data sources will be assessed for each variable in the compiled multi-centre 

118 database and variables with sufficient completeness (>70% complete) will be selected as input for the 

119 machine learning algorithms. Variables with >30% missing data will be excluded. For the remaining 

120 variables, missing data will be completed by imputation using multivariate imputation by chained 

121 equations (MICE).[17] Uniformity in reporting will be assessed for each variable. If possible, 

122 variables will be adjusted or categorised to ensure uniform reporting. In case uniformity of the 

123 reported variable across data sources cannot be achieved without guaranteeing correctness, the 

124 variable will be excluded. Eighty percent of the data will be randomly selected (stratified by outcome) 

125 and used as the training dataset for developing the algorithms and the remaining 20% will be used as 

126 the test dataset to assess the algorithm’s performance. Data curation and imputation will be performed 

127 using R (R foundation for statistical computing, Vienna, Austria). 

128 Variable Selection

129 The primary outcome is a revision of the glenoid component for aseptic glenoid loosening. The input 

130 variables for both methods are dependent on the uniformity and completeness of the gathered data but 

131 will include demographics (eg. age, sex and ethnicity), patient-specific factors (eg, preoperative Body 

132 Mass Index, comorbidity, smoking, dominance, previous surgery), disease-specific factors (eg, 

133 affected side, indication, Walch classification, fatty-infiltration of cuff muscles) and surgical 

134 characteristics (eg, corrective reaming, component design and type, component materials, cementing, 
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135 and sizes). Before training the machine learning models, relevant variables will be selected using 

136 random forest algorithms with recursive selection.[18] At least 10 events for each predictor variable 

137 will be included in the model, adhering to the rule of thumb in predictive models of binary 

138 variables.[19]

139 Development of prediction models

140 The following machine learning algorithms were chosen for modelling based on prior research [20–

141 24]: Stochastic Gradient Boosting (SGM), Random Forest (RF), Support Vector Machine(SVM), 

142 Neural Network (NN) and Elastic-Net Penalized Logistic Regression (PLR). The algorithms will be 

143 trained on the training dataset with ten-fold cross-validation repeated 3 times. Cross-validation means 

144 dividing data into a selected number of groups, also called folds. First, the data will be divided into 10 

145 equally sized folds. Then, the algorithms will be trained on 9 of the 10 folds (90% of the training data) 

146 and tested on the remaining fold (10% of the training data). Results will be averaged across all 

147 repetitions of this sequence. Machine learning algorithms will be developed using Python (The 

148 Python Software Foundation, Fredericksburg, United States of America). Hyper parameter tuning will 

149 be performed as recommended in the Python libraries. The statistician who performs the machine 

150 learning analysis will be blinded to the origin of the data, but the anonymised data source will be 

151 available to be included as a potential confounding factor.

152 Model Performance

153 After training all models, the model performance will be analysed according to a proposed framework  

154 by Steyerberg et al. including discrimination with the c-statistic, calibration slope and intercept and 

155 the overall performance with the Brier score.[25]

156 The c-statistic (area under the curve of a receiver operating characteristic curve) is a score ranging 

157 from 0.50 to 1.0 with 1.0 indicating the highest discrimination score and 0.50 indicating the lowest. 

158 The higher the discrimination score, the better the model’s ability to distinguish patients with and 

159 without the outcome of interest.[20,26] A calibration plot plots the estimated versus the observed 

160 probabilities for the primary outcome. A perfect calibration plot has an intercept of 0 (<0 reflects 

161 overestimation and >0 reflects underestimation of the probability of the outcome) and a slope of 1 

162 (model is performing similarly in training and test datasets).[20,25,26] The null-model Brier score, 

163 which equals the probability of glenoid revision in the dataset, will be used to benchmark the 

164 algorithm’s Brier score. A Brier score lower than the null-model Brier score indicates superior 

165 performance of the prediction model to this null benchmark. Perfect prediction would have a Brier 

166 score of 0, whereas a Brier score of 1 would indicate the poorest possible prediction.[25]

167 In addition, the decision curve analysis will be performed and visualized to investigate the net benefit 

168 (weighted average of true positives and false positives) of the conducted algorithms over the range of 
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169 risk thresholds for clinical decision-making.[20,25,27] The net benefit is a weighted average of true 

170 positives and false positives, formula = sensitivity x prevalence – (1-specificity) x (1 – prevalence) x 

171 (odds at the threshold probability). The decision curve of the model will be compared to decision 

172 curves of treating everyone as being at risk and treating no one as being at risk.[20]

173 Due to the large heterogeneity of the compiled dataset from different international sources and the 

174 internal validation of the prediction models, the generalisability of the model can be intrinsically 

175 confirmed using the above-mentioned performance tests. Therefore, it is not strictly necessary to 

176 externally validate the final algorithm.

177 Open-access clinical prediction tool

178 The best performing prediction algorithm will be used to create an open-access clinical prediction 

179 tool, in the form of a publicly available web application accessible on desktops, tablets, and 

180 smartphones. 

181 Patients and public involvement

182 Patients and the public were not involved in the making of this protocol.

183 Statistical analysis

184 Categorical variables will be described as absolute numbers with frequencies, and continuous 

185 variables as medians with interquartile ranges (IQR). The model performance metrics will be 

186 calculated with 95% confidence interval (CI). Given the retrospective study design, post hoc power 

187 analyses will be conducted to evaluate the sample size of the study with an alpha value of 0.05.

188 Guidelines

189 The study set-up will be performed following the Transparent Reporting of Multivariable Prediction 

190 Models for Individual Prognosis or Diagnosis Guideline for Clustered data (TRIPOD-Cluster).[15]

191 ETHICS AND DISSEMINATION

192 For safe multicentre data exchange and analysis, our Machine Learning Consortium will adhere to the 

193 World Health Organisation (WHO) regulation ‘Policy on Use and Sharing of Data Collected by WHO 

194 in Member States Outside the Context of Public Health Emergencies’.[28] The study results will be 

195 disseminated through publication in a peer-reviewed journal. An Institutional Review Board (IRB) 

196 approval has been obtained for each of the included studies and the provided data are anonymised and 

197 de-identified, no IRB review is required for this study. Patient consent for publication is not 

198 applicable to this study. 

199 CURRENT STATUS
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200 Data collection for this project is currently ongoing. The analysis will start in July 2023. The expected 

201 time of completion for the project is December of 2023. 

202 DISCUSSION

203 For an informed decision when considering ATSA, it is important to be able to make an accurate 

204 prediction of arthroplasty failure. Previous studies have demonstrated several factors that affect 

205 complications and revision after ATSA, including male sex, comorbidities such as chronic kidney 

206 disease or coronary artery disease, percentage haematocrit, a higher critical shoulder angle, teaching 

207 hospital status, operative time, and the material and design of the prosthesis.[2,3,5–9,13,14] 

208 Psychological studies have shown that in human judgement only a limited amount of variables can be 

209 taken into account, and that prediction models are generally more accurate and less subject to 

210 bias.[29] Machine learning algorithms have been shown to be an effective method in developing 

211 patient-specific prediction tools, which may complement human judgement when counselling patients 

212 in clinic.[30] Creating an online tool for aseptic loosening of the glenoid component after ATSA can 

213 help guide surgeons in selecting patients who will most benefit from this treatment, and considering 

214 alternatives in cases of high risk estimates. 

215 The strength of this project is the large amount of data that will be gathered from authors participating 

216 in the Machine Learning Consortium, aiming to include a minimum of 5000 patients in total. Using a 

217 large, heterogenous international database for development of the algorithm and prediction tool will 

218 result in high external validity and may improve applicability world-wide.[15] However, in gathering 

219 data retrospectively from various sources, the study is subject to variances in the included variables. 

220 Low completeness and large variability of reporting may introduce bias. However, only variables that 

221 are consistently reported in multiple data sources will be included in the final analysis, variables will 

222 be categorised to increase uniformity and missing data will be imputed where possible. The exclusion 

223 and categorisation of variables will have to be balanced with the amount of detail in the final analysis. 

224 Furthermore, the accuracy of data collection is dependent on third parties providing the data, the 

225 method of data collection cannot be verified for all sources. However, the data source will be 

226 considered as a confounder. Furthermore, the variety in data sources will increase the external 

227 applicability of the algorithm. 
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342

343

344 APPENDIX 1

345 Search strategy:

346 ("Arthroplasty, Replacement, Shoulder"[Mesh] OR “Total shoulder arthroplasty”[tiab] OR “Anatomic 

347 shoulder arthroplasty”[tiab] OR “TSA”[tiab] OR “ATSA”[tiab] OR “Total shoulder prosthes*”[tiab] 

348 OR “Anatomic shoulder prosthes*”[tiab]) AND ("Reoperation"[Mesh] OR “reoperation”[tiab] OR 

349 “re-operation”[tiab] OR “revision”[tiab] OR “survival”[tiab] OR “implant-survival”[tiab] OR 

350 "Prosthesis Failure"[Mesh] OR “failure”[tiab] OR “loosening”[tiab] OR “aseptic”[tiab] OR 

351 "Postoperative Complications"[Mesh] OR “complication”[tiab])

352 Filters: Clinical study, Clinical trial, Controlled clinical trial, Comparative study, Dataset
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TRIPOD Checklist: Prediction Model Development and Validation

Section/Topic Item Checklist Item Page
Title and abstract

Title 1 D;V Identify the study as developing and/or validating a multivariable prediction model, the 
target population, and the outcome to be predicted. X

Abstract 2 D;V Provide a summary of objectives, study design, setting, participants, sample size, 
predictors, outcome, statistical analysis, results, and conclusions. X

Introduction

3a D;V
Explain the medical context (including whether diagnostic or prognostic) and rationale 
for developing or validating the multivariable prediction model, including references to 
existing models.

XBackground 
and objectives

3b D;V Specify the objectives, including whether the study describes the development or 
validation of the model or both. X

Methods

4a D;V Describe the study design or source of data (e.g., randomized trial, cohort, or registry 
data), separately for the development and validation data sets, if applicable. X

Source of data
4b D;V Specify the key study dates, including start of accrual; end of accrual; and, if applicable, 

end of follow-up. X

5a D;V Specify key elements of the study setting (e.g., primary care, secondary care, general 
population) including number and location of centres. X

5b D;V Describe eligibility criteria for participants. XParticipants

5c D;V Give details of treatments received, if relevant. X

6a D;V Clearly define the outcome that is predicted by the prediction model, including how and 
when assessed. XOutcome

6b D;V Report any actions to blind assessment of the outcome to be predicted. X

7a D;V Clearly define all predictors used in developing or validating the multivariable prediction 
model, including how and when they were measured. X

Predictors
7b D;V Report any actions to blind assessment of predictors for the outcome and other 

predictors. X

Sample size 8 D;V Explain how the study size was arrived at. X

Missing data 9 D;V Describe how missing data were handled (e.g., complete-case analysis, single 
imputation, multiple imputation) with details of any imputation method. X

10a D Describe how predictors were handled in the analyses. X

10b D Specify type of model, all model-building procedures (including any predictor selection), 
and method for internal validation. X

10c V For validation, describe how the predictions were calculated. X

10d D;V Specify all measures used to assess model performance and, if relevant, to compare 
multiple models. X

Statistical 
analysis 
methods

10e V Describe any model updating (e.g., recalibration) arising from the validation, if done. X
Risk groups 11 D;V Provide details on how risk groups were created, if done. X
Development 
vs. validation 12 V For validation, identify any differences from the development data in setting, eligibility 

criteria, outcome, and predictors. X

Results

13a D;V
Describe the flow of participants through the study, including the number of participants 
with and without the outcome and, if applicable, a summary of the follow-up time. A 
diagram may be helpful. 

N/A

13b D;V
Describe the characteristics of the participants (basic demographics, clinical features, 
available predictors), including the number of participants with missing data for 
predictors and outcome. 

N/AParticipants

13c V For validation, show a comparison with the development data of the distribution of 
important variables (demographics, predictors and outcome). N/A

14a D Specify the number of participants and outcome events in each analysis. N/AModel 
development 14b D If done, report the unadjusted association between each candidate predictor and 

outcome. N/A

15a D Present the full prediction model to allow predictions for individuals (i.e., all regression 
coefficients, and model intercept or baseline survival at a given time point). N/AModel 

specification 15b D Explain how to the use the prediction model. N/A
Model 
performance 16 D;V Report performance measures (with CIs) for the prediction model. N/A

Model-updating 17 V If done, report the results from any model updating (i.e., model specification, model 
performance). N/A

Discussion

Limitations 18 D;V Discuss any limitations of the study (such as nonrepresentative sample, few events per 
predictor, missing data). X

19a V For validation, discuss the results with reference to performance in the development 
data, and any other validation data. X

Interpretation
19b D;V Give an overall interpretation of the results, considering objectives, limitations, results 

from similar studies, and other relevant evidence. N/A

Implications 20 D;V Discuss the potential clinical use of the model and implications for future research. X
Other information

Supplementary 
information 21 D;V Provide information about the availability of supplementary resources, such as study 

protocol, Web calculator, and data sets. X

Funding 22 D;V Give the source of funding and the role of the funders for the present study. X

*Items relevant only to the development of a prediction model are denoted by D, items relating solely to a validation of a prediction model are 
denoted by V, and items relating to both are denoted D;V.  We recommend using the TRIPOD Checklist in conjunction with the TRIPOD 
Explanation and Elaboration document.
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39 ABSTRACT 

40 Introduction

41 Despite technological advancements in recent years, glenoid component loosening remains a common 

42 complication after anatomic total shoulder arthroplasty (ATSA) and is one of the main causes for 

43 revision surgery. Increasing emphasis is placed on the prevention of glenoid component failure. 

44 Previous studies have successfully predicted range of motion, patient-reported outcomes, and short-

45 term complications after ATSA using machine learning methods, but an accurate predictive model for 

46 (glenoid component) revision is currently lacking. This study aims to use a large international 

47 database to accurately predict aseptic loosening of the glenoid component after ATSA using machine 

48 learning algorithms. 

49 Methods and analysis

50 For this multi-centre retrospective study, individual patient data will be compiled from previously 

51 published studies reporting revision of ATSA. A systematic literature search will be performed in 

52 Medline (PubMed) identifying all studies reporting outcomes of ATSA. Authors will be contacted and 

53 invited to participate in the Machine Learning Consortium by sharing their anonymised databases. All 

54 databases reporting revisions after ATSA will be included and individual patients with a follow-up 

55 less than 2 years or a fracture as the indication for ATSA will be excluded. First, features (predictive 

56 variables) will be identified using a random forest feature selection. The resulting features from the 

57 compiled database will be used to train various machine learning algorithms (Stochastic Gradient 

58 Boosting, Random Forest, Support Vector Machine, Neural Network and Elastic-Net Penalized 

59 Logistic Regression). The developed and validated algorithms will be evaluated across discrimination 

60 (c-statistic), calibration, the Brier score, and the decision curve analysis. The best-performing 

61 algorithm will be used to create an open-access online prediction tool.

62 Ethics and dissemination

63 Data will be collected adhering to the World Health Organisation (WHO) regulation on data sharing. 

64 The study will be published in a peer-reviewed journal. An Institutional Review Board (IRB) review 

65 is not applicable.

66

67 STRENGTHS AND LIMITATIONS OF THIS STUDY

68 - A large international database will be collected, which increases accuracy, validity, and 

69 external applicability.

70 - A clinical prediction model using machine learning algorithms will be developed to estimate 

71 the probability of aseptic loosening of the glenoid after ATSA.
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72 - An open-access prediction tool based on the best performing algorithm will be made available 

73 online that can guide medical professionals in personalised treatment decision-making.

74 - The study is dependent on data provided by third parties, which is a potential source of bias.

75 - Input variables will be selected and categorised based on completeness and uniformity across 

76 data sources, potentially decreasing the amount of detail in the study. 

77

78 INTRODUCTION

79 Anatomic total shoulder arthroplasty (ATSA) is used for glenohumeral arthropathy causing pain 

80 and/or a reduction in range of motion. Despite technological advancements in recent years, glenoid 

81 component loosening remains a common complication after ATSA and is one of the main causes for 

82 revision surgery. Glenoid loosening can be a trying complication to manage and the optimal course of 

83 treatment remains unclear.[1] 

84 Consequently, increasing emphasis is placed on the prevention of loosening. The predicted chance of 

85 glenoid component failure plays an important role in clinical decision-making such as patient 

86 selection for ATSA or which implants and techniques to use. Several previous studies assessing risk 

87 factors of glenoid component loosening identified patient, treatment and prosthesis characteristics 

88 related to glenoid component loosening. For example, male sex and a higher critical shoulder angle 

89 have been associated with higher rates of loosening and revisions.[2,3] Glenoid retroversion did not 

90 impact implant survivorship in one study of ATSA with minimal, noncorrective reaming.[4] 

91 However, a larger degree of retroversion may have more impact. Several previous studies have also 

92 identified aspects of the glenoid component design that correlated with the rate of loosening, such as 

93 whether the poly-ethylene is cross-linked, whether the component is pegged or keeled, or the usage of 

94 cement.[5–9] In spite of these studies identifying influential factors, accurate prediction of aseptic 

95 loosening of the glenoid component remains a challenge with conventional methods. 

96 In recent years, machine learning or artificial intelligence has been used with increasing precision to 

97 predict outcomes after ATSA. A previous study using machine learning was able to accurately predict 

98 range of motion and patient-reported outcomes after ATSA. The most influential factors they reported 

99 were follow-up time, pre-operative range of motion and patient-reported outcome measures (PROMs), 

100 patients’ sex, and surgery on the dominant upper limb.[10] Another study was able to accurately 

101 predict the improvement in ASES scores after shoulder arthroplasty using machine learning.[11] The 

102 most relevant predictive factors were pre-operative ASES scores, pre-operative pain scores, Walch 

103 classification, fatty infiltration in the supra- and infraspinatus, and age. A previous study using 

104 artificial intelligence to predict patient satisfaction two years after shoulder arthroplasty found 

105 baseline Single Assessment Numeric Evaluation score, exercise and activity, workers' compensation 

106 status, diagnosis, symptom duration prior to surgery, body mass index, age, smoking status, anatomic 
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107 versus reverse TSA, and diabetes to be predicting factors.[12] Two studies report predictive models 

108 on short-term complications after ATSA. One study using machine learning to predict complications 

109 and 30-day unplanned readmissions found that a history of implant complication, severe chronic 

110 kidney disease, teaching hospital status, coronary artery disease and male sex were the most important 

111 features.[13] The machine learning model found teaching hospital status and male sex as a markedly 

112 more important predictor compared to a logistic regression analysis of the same data. Another study 

113 on short-term complications after total shoulder arthroplasty found percentage haematocrit, BMI, and 

114 operative time were of highest importance in outcome prediction.[14] These studies demonstrate that 

115 machine learning may provide accurate predictions for the outcomes after ATSA. Machine learning is 

116 most effective with large amounts of data and is very dependent on the amount of detail. Furthermore, 

117 the algorithm needs to be widely applicable; a varied and international database provides the highest 

118 external validity.  

119 To our knowledge, there are no studies predicting the long-term complications such as aseptic 

120 loosening of the glenoid component using advanced machine learning techniques. Furthermore, 

121 previous machine learning studies are limited in accuracy and validity due to the sample size and 

122 homogeneity. Therefore, this study aims to develop a clinical prediction model for aseptic loosening 

123 of the glenoid component using machine learning algorithms trained on a large international database 

124 using clustered data. The large combined dataset is less prone to overfitting, and allows direct 

125 validation of models across a range of populations and settings, thereby increasing 

126 generalisability.[15] The predictive algorithm will be made available for clinical use through a 

127 publicly available online prediction tool.  

128

129 METHODS AND ANALYSIS

130 Data collection

131 For this multi-centre retrospective study individual patient data (IPD) will be collected from 

132 previously published studies reporting failure and revision of ATSA. A systematic literature search 

133 will be performed in Medline (PubMed) identifying all studies that report a cohort of ATSA including 

134 revision as an outcome, published between January 2000 and June 2023. The full search term is 

135 available in appendix 1. All original studies reporting revision or failure rates after primary ATSA 

136 will be included. Reviews and letters to the editor will be excluded, as well as studies published in 

137 languages other than English, Italian, Dutch, and French. Authors will be requested to share the 

138 anonymised databases used for the identified studies. Only de-identified databases used for previous 

139 studies are included, authors are not required to gather additional data or access patient files. After 

140 sharing their data, the authors will be included in in the Machine Learning Consortium. Inclusion 

141 criteria for individual patients within the provided databases are a minimum age of 18 years and a 
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142 minimum follow-up of 2 years. Patients that underwent ATSA with a fracture as the indication or 

143 patients that underwent concomitant procedures such as a cuff repair, tendon transfer or bone graft 

144 will be excluded. The aim is to combine the IPD from previously published studies to create a large 

145 international cohort which can be used to train a machine learning algorithm to predict aseptic 

146 loosening of the glenoid component after anatomic total shoulder arthroplasty. Based on previous 

147 studies, we estimate a glenoid revision rate of approximately 2%.[6,16] The minimum number of 

148 events per variable to achieve sufficient accuracy differs per model and is not clearly defined for each 

149 technique.[17,18] We aim to include at least 30 events per variable, resulting in a sample size of 7500 

150 patients for a model with up to 5 predictive variables.

151 Data curation and missing data

152 Completeness across data sources will be assessed for each variable in the compiled multi-centre 

153 database and variables with sufficient completeness (>70% complete) will be selected as input for the 

154 machine learning algorithms. Variables with >30% missing data will be excluded. For the remaining 

155 variables, missing data will be completed by imputation using multivariate imputation by chained 

156 equations (MICE).[19] Uniformity in reporting will be assessed for each variable. If possible, 

157 variables will be adjusted or categorised to ensure uniform reporting. In case uniformity of the 

158 reported variable across data sources cannot be achieved without guaranteeing correctness, the 

159 variable will be excluded. Each data set will be split into training (80%) and test (20%) subsets, 

160 stratified by outcome. Fivefold cross-validation of the training set will be used to develop the ML 

161 models.[20] Data curation and imputation will be performed using R (R foundation for statistical 

162 computing, Vienna, Austria). 

163 Variable Selection

164 The primary outcome is a revision of the glenoid component for aseptic glenoid loosening. The input 

165 variables for both methods are dependent on the uniformity and completeness of the gathered data but 

166 will include demographics (eg. age, sex and ethnicity), patient-specific factors (eg, preoperative Body 

167 Mass Index, comorbidity, smoking, dominance, previous surgery), disease-specific factors (eg, 

168 affected side, indication, Walch classification, fatty-infiltration of cuff muscles) and surgical 

169 characteristics (eg, corrective reaming, component design and type, component materials, cementing, 

170 and sizes). Before training the machine learning models, relevant variables will be selected using 

171 random forest algorithms with recursive selection.[21] At least 10 events for each predictor variable 

172 will be included in the model, adhering to the rule of thumb in predictive models of binary 

173 variables.[22]

174 Development of prediction models
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175 Different ML models result in varying performance metrics based on the type of input data 

176 (continuous, categorical, dichotomous). Due to the variation in type of input variables in the dataset, 

177 several different ML techniques will be used and compared based on model performance. The 

178 following machine learning algorithms were chosen for modelling based on prior research [23–27]: 

179 Stochastic Gradient Boosting (SGM), Random Forest (RF), Support Vector Machine (SVM), Neural 

180 Network (NN) and Elastic-Net Penalized Logistic Regression (PLR). The algorithms will be trained 

181 on the training dataset with ten-fold cross-validation repeated 3 times. Cross-validation means 

182 dividing data into a selected number of groups, also called folds. First, the data will be divided into 10 

183 equally sized folds. Then, the algorithms will be trained on 9 of the 10 folds (90% of the training data) 

184 and tested on the remaining fold (10% of the training data). Results will be averaged across all 

185 repetitions of this sequence. Machine learning algorithms will be developed using Python (The 

186 Python Software Foundation, Fredericksburg, United States of America). Hyper parameter tuning will 

187 be performed as recommended in the Python libraries. The statistician who performs the machine 

188 learning analysis will be blinded to the origin of the data, but the anonymised data source will be 

189 available to be included as a potential confounding factor.

190 Model Performance

191 After training all models, the model performance will be analysed according to a proposed framework  

192 by Steyerberg et al. including discrimination with the c-statistic, positive predictive value (PPV), true 

193 positive rate (TPR), precision-recall curve, calibration slope and intercept and the overall performance 

194 with the Brier score.[28]

195 The c-statistic (area under the curve of a receiver operating characteristic curve) is a score ranging 

196 from 0.50 to 1.0 with 1.0 indicating the highest discrimination score and 0.50 indicating the lowest. 

197 The higher the discrimination score, the better the model’s ability to distinguish patients with and 

198 without the outcome of interest.[20,23] The PPV is the proportion of true positive outcomes over the 

199 number of predicted positive outcomes. The TPR is the proportion of true positive outcomes over the 

200 number of observed positive outcomes. The precision recall curve is a plot of the PPV versus the 

201 TPR. A calibration plot plots the estimated versus the observed probabilities for the primary outcome. 

202 A perfect calibration plot has an intercept of 0 (<0 reflects overestimation and >0 reflects 

203 underestimation of the probability of the outcome) and a slope of 1 (model is performing similarly in 

204 training and test datasets).[20,23,28] The null-model Brier score, which equals the probability of 

205 glenoid revision in the dataset, will be used to benchmark the algorithm’s Brier score. A Brier score 

206 lower than the null-model Brier score indicates superior performance of the prediction model to this 

207 null benchmark. Perfect prediction would have a Brier score of 0, whereas a Brier score of 1 would 

208 indicate the poorest possible prediction.[28]
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209 In addition, the decision curve analysis will be performed and visualized to investigate the net benefit 

210 (weighted average of true positives and false positives) of the conducted algorithms over the range of 

211 risk thresholds for clinical decision-making.[23,28,29] The net benefit is a weighted average of true 

212 positives and false positives, formula = sensitivity x prevalence – (1-specificity) x (1 – prevalence) x 

213 (odds at the threshold probability). The decision curve of the model will be compared to decision 

214 curves of treating everyone as being at risk and treating no one as being at risk.[23]

215 Due to the large heterogeneity of the compiled dataset from different international sources and the 

216 internal validation of the prediction models, the generalisability of the model can be intrinsically 

217 confirmed using the above-mentioned performance tests. Therefore, it is not strictly necessary to 

218 externally validate the final algorithm. However, this study’s primary aim is model development. 

219 External validation in a specific setting is advised before applying the algorithm to clinical practice.

220 Open-access clinical prediction tool

221 The best performing prediction algorithm will be used to create an open-access clinical prediction 

222 tool, in the form of a publicly available web application accessible on desktops, tablets, and 

223 smartphones. 

224 Patients and public involvement

225 Patients and the public were not involved in the making of this protocol.

226 Statistical analysis

227 Categorical variables will be described as absolute numbers with frequencies, and continuous 

228 variables as medians with interquartile ranges (IQR). The model performance metrics will be 

229 calculated with 95% confidence interval (CI). Given the retrospective study design, post hoc power 

230 analyses will be conducted to evaluate the sample size of the study with an alpha value of 0.05.

231 Guidelines

232 The study set-up will be performed following the Transparent Reporting of Multivariable Prediction 

233 Models for Individual Prognosis or Diagnosis Guideline for Clustered data (TRIPOD-Cluster).[15]

234 ETHICS AND DISSEMINATION

235 For safe multicentre data exchange and analysis, our Machine Learning Consortium will adhere to the 

236 World Health Organisation (WHO) regulation ‘Policy on Use and Sharing of Data Collected by WHO 

237 in Member States Outside the Context of Public Health Emergencies’.[30] The study results will be 

238 disseminated through publication in a peer-reviewed journal. An Institutional Review Board (IRB) 

239 approval has been obtained for each of the included studies and the provided data are anonymised and 

240 de-identified, no additional prospective data is collected and contributing authors are not required to 
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241 access any patient files, no IRB review is required for this study. Patient consent for publication is not 

242 applicable to this study. 

243 CURRENT STATUS

244 Data collection for this project is currently ongoing. The analysis will start in December 2023. The 

245 expected time of completion for the project is July of 2024. 

246 DISCUSSION

247 For an informed decision when considering ATSA, it is important to be able to make an accurate 

248 prediction of arthroplasty failure. Previous studies have demonstrated several factors that affect 

249 complications and revision after ATSA, including male sex, comorbidities such as chronic kidney 

250 disease or coronary artery disease, percentage haematocrit, a higher critical shoulder angle, teaching 

251 hospital status, operative time, and the material and design of the prosthesis.[2,3,5–9,13,14] 

252 Psychological studies have shown that in human judgement only a limited amount of variables can be 

253 taken into account, and that prediction models are generally more accurate and less subject to 

254 bias.[31] Machine learning algorithms have been shown to be an effective method in developing 

255 patient-specific prediction tools, which may complement human judgement when counselling patients 

256 in clinic.[32] Creating an online tool for aseptic loosening of the glenoid component after ATSA can 

257 help guide surgeons in selecting patients who will most benefit from this treatment, and considering 

258 alternatives in cases of high risk estimates. 

259 The strength of this project is the large amount of data that will be gathered from authors participating 

260 in the Machine Learning Consortium, aiming to include a minimum of 7500 patients in total. Using a 

261 large, heterogenous international database for development of the algorithm and prediction tool will 

262 result in high external validity and may improve applicability world-wide.[15] However, most ML 

263 techniques require a larger sample size to achieve an accurate prediction compared to traditional 

264 regression models. The minimum events per variable is not clearly defined and differs per technique. 

265 Furthermore, in gathering data retrospectively from various sources, the study is subject to variances 

266 in the included variables. Low completeness and large variability of reporting may introduce bias. 

267 However, only variables that are consistently reported in multiple data sources will be included in the 

268 final analysis, variables will be categorised to increase uniformity and missing data will be imputed 

269 where possible. The exclusion and categorisation of variables will have to be balanced with the 

270 amount of detail in the final analysis. Furthermore, the accuracy of data collection is dependent on 

271 third parties providing the data, the method of data collection cannot be verified for all sources. 

272 However, the data source will be considered as a confounder. Furthermore, the variety in data sources 

273 will increase the external applicability of the algorithm. Last, ML prediction models for a 

274 dichotomous outcome are limited to risk classification, the individual risk must be interpreted in the 

275 clinical context when used for medical decision making. 
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APPENDIX 1 1 

Search strategy: 2 

("Arthroplasty, Replacement, Shoulder"[Mesh] OR “Total shoulder arthroplasty”[tiab] OR “Anatomic 3 

shoulder arthroplasty”[tiab] OR “TSA”[tiab] OR “ATSA”[tiab] OR “Total shoulder prosthes*”[tiab] 4 

OR “Anatomic shoulder prosthes*”[tiab]) AND ("Reoperation"[Mesh] OR “reoperation”[tiab] OR 5 

“re-operation”[tiab] OR “revision”[tiab] OR “survival”[tiab] OR “implant-survival”[tiab] OR 6 

"Prosthesis Failure"[Mesh] OR “failure”[tiab] OR “loosening”[tiab] OR “aseptic”[tiab] OR 7 

"Postoperative Complications"[Mesh] OR “complication”[tiab]) 8 

Filters: Clinical study, Clinical trial, Controlled clinical trial, Comparative study, Dataset 9 

 10 
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TRIPOD Checklist: Prediction Model Development and Validation

Section/Topic Item Checklist Item Page
Title and abstract

Title 1 D;V Identify the study as developing and/or validating a multivariable prediction model, the 
target population, and the outcome to be predicted. X

Abstract 2 D;V Provide a summary of objectives, study design, setting, participants, sample size, 
predictors, outcome, statistical analysis, results, and conclusions. X

Introduction

3a D;V
Explain the medical context (including whether diagnostic or prognostic) and rationale 
for developing or validating the multivariable prediction model, including references to 
existing models.

XBackground 
and objectives

3b D;V Specify the objectives, including whether the study describes the development or 
validation of the model or both. X

Methods

4a D;V Describe the study design or source of data (e.g., randomized trial, cohort, or registry 
data), separately for the development and validation data sets, if applicable. X

Source of data
4b D;V Specify the key study dates, including start of accrual; end of accrual; and, if applicable, 

end of follow-up. X

5a D;V Specify key elements of the study setting (e.g., primary care, secondary care, general 
population) including number and location of centres. X

5b D;V Describe eligibility criteria for participants. XParticipants

5c D;V Give details of treatments received, if relevant. X

6a D;V Clearly define the outcome that is predicted by the prediction model, including how and 
when assessed. XOutcome

6b D;V Report any actions to blind assessment of the outcome to be predicted. X

7a D;V Clearly define all predictors used in developing or validating the multivariable prediction 
model, including how and when they were measured. X

Predictors
7b D;V Report any actions to blind assessment of predictors for the outcome and other 

predictors. X

Sample size 8 D;V Explain how the study size was arrived at. X

Missing data 9 D;V Describe how missing data were handled (e.g., complete-case analysis, single 
imputation, multiple imputation) with details of any imputation method. X

10a D Describe how predictors were handled in the analyses. X

10b D Specify type of model, all model-building procedures (including any predictor selection), 
and method for internal validation. X

10c V For validation, describe how the predictions were calculated. X

10d D;V Specify all measures used to assess model performance and, if relevant, to compare 
multiple models. X

Statistical 
analysis 
methods

10e V Describe any model updating (e.g., recalibration) arising from the validation, if done. X
Risk groups 11 D;V Provide details on how risk groups were created, if done. X
Development 
vs. validation 12 V For validation, identify any differences from the development data in setting, eligibility 

criteria, outcome, and predictors. X

Results

13a D;V
Describe the flow of participants through the study, including the number of participants 
with and without the outcome and, if applicable, a summary of the follow-up time. A 
diagram may be helpful. 

N/A

13b D;V
Describe the characteristics of the participants (basic demographics, clinical features, 
available predictors), including the number of participants with missing data for 
predictors and outcome. 

N/AParticipants

13c V For validation, show a comparison with the development data of the distribution of 
important variables (demographics, predictors and outcome). N/A

14a D Specify the number of participants and outcome events in each analysis. N/AModel 
development 14b D If done, report the unadjusted association between each candidate predictor and 

outcome. N/A

15a D Present the full prediction model to allow predictions for individuals (i.e., all regression 
coefficients, and model intercept or baseline survival at a given time point). N/AModel 

specification 15b D Explain how to the use the prediction model. N/A
Model 
performance 16 D;V Report performance measures (with CIs) for the prediction model. N/A

Model-updating 17 V If done, report the results from any model updating (i.e., model specification, model 
performance). N/A

Discussion

Limitations 18 D;V Discuss any limitations of the study (such as nonrepresentative sample, few events per 
predictor, missing data). X

19a V For validation, discuss the results with reference to performance in the development 
data, and any other validation data. X

Interpretation
19b D;V Give an overall interpretation of the results, considering objectives, limitations, results 

from similar studies, and other relevant evidence. N/A

Implications 20 D;V Discuss the potential clinical use of the model and implications for future research. X
Other information

Supplementary 
information 21 D;V Provide information about the availability of supplementary resources, such as study 

protocol, Web calculator, and data sets. X

Funding 22 D;V Give the source of funding and the role of the funders for the present study. X

*Items relevant only to the development of a prediction model are denoted by D, items relating solely to a validation of a prediction model are 
denoted by V, and items relating to both are denoted D;V.  We recommend using the TRIPOD Checklist in conjunction with the TRIPOD 
Explanation and Elaboration document.
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38 ABSTRACT 

39 Introduction

40 Despite technological advancements in recent years, glenoid component loosening remains a common 

41 complication after anatomic total shoulder arthroplasty (ATSA) and is one of the main causes for 
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42 revision surgery. Increasing emphasis is placed on the prevention of glenoid component failure. 

43 Previous studies have successfully predicted range of motion, patient-reported outcomes, and short-

44 term complications after ATSA using machine learning methods, but an accurate predictive model for 

45 (glenoid component) revision is currently lacking. This study aims to use a large international 

46 database to accurately predict aseptic loosening of the glenoid component after ATSA using machine 

47 learning algorithms. 

48 Methods and analysis

49 For this multi-centre retrospective study, individual patient data will be compiled from previously 

50 published studies reporting revision of ATSA. A systematic literature search will be performed in 

51 Medline (PubMed) identifying all studies reporting outcomes of ATSA. Authors will be contacted and 

52 invited to participate in the Machine Learning Consortium by sharing their anonymised databases. All 

53 databases reporting revisions after ATSA will be included and individual patients with a follow-up 

54 less than 2 years or a fracture as the indication for ATSA will be excluded. First, features (predictive 

55 variables) will be identified using a random forest feature selection. The resulting features from the 

56 compiled database will be used to train various machine learning algorithms (Stochastic Gradient 

57 Boosting, Random Forest, Support Vector Machine, Neural Network and Elastic-Net Penalized 

58 Logistic Regression). The developed and validated algorithms will be evaluated across discrimination 

59 (c-statistic), calibration, the Brier score, and the decision curve analysis. The best-performing 

60 algorithm will be used to create an open-access online prediction tool.

61 Ethics and dissemination

62 Data will be collected adhering to the World Health Organisation (WHO) regulation on data sharing. 

63 An Institutional Review Board (IRB) review is not applicable. The study results will be published in a 

64 peer-reviewed journal. 

65

66 STRENGTHS AND LIMITATIONS OF THIS STUDY

67 - A large international database will be collected, which increases accuracy, validity, and 

68 external applicability.

69 - A clinical prediction model using machine learning algorithms will be developed to estimate 

70 the probability of aseptic loosening of the glenoid after anatomic total shoulder arthroplasty.

71 - An open-access prediction tool based on the best performing algorithm will be made available 

72 online that can guide medical professionals in personalised treatment decision-making.

73 - The study is dependent on data provided by third parties, which is a potential source of bias.

74 - Input variables will be selected and categorised based on completeness and uniformity across 

75 data sources, potentially decreasing the amount of detail in the study. 
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76

77 INTRODUCTION

78 Anatomic total shoulder arthroplasty (ATSA) is used for glenohumeral arthropathy causing pain 

79 and/or a reduction in range of motion. Despite technological advancements in recent years, glenoid 

80 component loosening remains a common complication after ATSA and is one of the main causes for 

81 revision surgery. Glenoid loosening can be a trying complication to manage and the optimal course of 

82 treatment remains unclear.[1] 

83 Consequently, increasing emphasis is placed on the prevention of loosening. The predicted chance of 

84 glenoid component failure plays an important role in clinical decision-making such as patient 

85 selection for ATSA or which implants and techniques to use. Several previous studies assessing risk 

86 factors of glenoid component loosening identified patient, treatment and prosthesis characteristics 

87 related to glenoid component loosening. For example, male sex and a higher critical shoulder angle 

88 have been associated with higher rates of loosening and revisions.[2,3] Glenoid retroversion did not 

89 impact implant survivorship in one study of ATSA with minimal, noncorrective reaming.[4] 

90 However, a larger degree of retroversion may have more impact. Several previous studies have also 

91 identified aspects of the glenoid component design that correlated with the rate of loosening, such as 

92 whether the poly-ethylene is cross-linked, whether the component is pegged or keeled, or the usage of 

93 cement.[5–9] In spite of these studies identifying influential factors, accurate prediction of aseptic 

94 loosening of the glenoid component remains a challenge with conventional methods. 

95 In recent years, machine learning or artificial intelligence has been used with increasing precision to 

96 predict outcomes after ATSA. A previous study using machine learning was able to accurately predict 

97 range of motion and patient-reported outcomes after ATSA. The most influential factors they reported 

98 were follow-up time, pre-operative range of motion and patient-reported outcome measures (PROMs), 

99 patients’ sex, and surgery on the dominant upper limb.[10] Another study was able to accurately 

100 predict the improvement in ASES scores after shoulder arthroplasty using machine learning.[11] The 

101 most relevant predictive factors were pre-operative ASES scores, pre-operative pain scores, Walch 

102 classification, fatty infiltration in the supra- and infraspinatus, and age. A previous study using 

103 artificial intelligence to predict patient satisfaction two years after shoulder arthroplasty found 

104 baseline Single Assessment Numeric Evaluation score, exercise and activity, workers' compensation 

105 status, diagnosis, symptom duration prior to surgery, body mass index, age, smoking status, anatomic 

106 versus reverse TSA, and diabetes to be predicting factors.[12] Two studies report predictive models 

107 on short-term complications after ATSA. One study using machine learning to predict complications 

108 and 30-day unplanned readmissions found that a history of implant complication, severe chronic 

109 kidney disease, teaching hospital status, coronary artery disease and male sex were the most important 

110 features.[13] The machine learning model found teaching hospital status and male sex as a markedly 
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111 more important predictor compared to a logistic regression analysis of the same data. Another study 

112 on short-term complications after total shoulder arthroplasty found percentage haematocrit, BMI, and 

113 operative time were of highest importance in outcome prediction.[14] These studies demonstrate that 

114 machine learning may provide accurate predictions for the outcomes after ATSA. Machine learning is 

115 most effective with large amounts of data and is very dependent on the amount of detail. Furthermore, 

116 the algorithm needs to be widely applicable; a varied and international database provides the highest 

117 external validity.

118 To our knowledge, there are no studies predicting the long-term complications such as aseptic 

119 loosening of the glenoid component using advanced machine learning techniques. Furthermore, 

120 previous machine learning studies are limited in accuracy and validity due to the sample size and 

121 homogeneity. Therefore, this study aims to develop a clinical prediction model for aseptic loosening 

122 of the glenoid component using machine learning algorithms trained on a large international database 

123 using clustered data. The large combined dataset is less prone to overfitting, and allows direct 

124 validation of models across a range of populations and settings, thereby increasing 

125 generalisability.[15] The predictive algorithm will be made available for clinical use through a 

126 publicly available online prediction tool.

127

128 METHODS AND ANALYSIS

129 Data collection

130 For this multi-centre retrospective study individual patient data (IPD) will be collected from 

131 previously published studies reporting failure and revision of ATSA. A systematic literature search 

132 will be performed in Medline (PubMed) identifying all studies that report a cohort of ATSA including 

133 revision as an outcome, published between January 2000 and June 2023. The limit was set at January 

134 2000 to increase the likelihood of the dataset that was used for the study still being available. The 

135 minimum required data retention period varies between countries but is generally 20 years or less. 

136 The full search strategy is available in appendix 1. All original studies reporting revision or failure 

137 rates after primary ATSA will be included. Reviews and letters to the editor will be excluded, as well 

138 as studies published in languages other than English, Italian, Dutch, and French. Authors will be 

139 requested to share the anonymised databases used for the identified studies. Only de-identified 

140 databases used for previous studies are included, authors are not required to gather additional data or 

141 access patient files. After sharing their data, the authors will be included in in the Machine Learning 

142 Consortium. Inclusion criteria for individual patients within the provided databases are a minimum 

143 age of 18 years and a minimum follow-up of 2 years. Patients that underwent ATSA with a fracture as 

144 the indication or patients that underwent concomitant procedures such as a cuff repair, tendon transfer 

145 or bone graft will be excluded. The aim is to combine the IPD from previously published studies to 
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146 create a large international cohort which can be used to train a machine learning algorithm to predict 

147 aseptic loosening of the glenoid component after anatomic total shoulder arthroplasty. Based on 

148 previous studies, we estimate a glenoid revision rate of approximately 2%.[6,16] The minimum 

149 number of events per variable to achieve sufficient accuracy differs per model and is not clearly 

150 defined for each technique.[17,18] We aim to include at least 30 events per variable, resulting in a 

151 sample size of 7500 patients for a model with up to 5 predictive variables.

152 Data curation and missing data

153 Completeness across data sources will be assessed for each variable in the compiled multi-centre 

154 database and variables with sufficient completeness (>70% complete) will be selected as input for the 

155 machine learning algorithms. Variables with >30% missing data will be excluded. For the remaining 

156 variables, missing data will be completed by imputation using multivariate imputation by chained 

157 equations (MICE).[19] Uniformity in reporting will be assessed for each variable. If possible, 

158 variables will be adjusted or categorised to ensure uniform reporting. In case uniformity of the 

159 reported variable across data sources cannot be achieved without guaranteeing correctness, the 

160 variable will be excluded. Each data set will be split into training (80%) and test (20%) subsets, 

161 stratified by outcome. Fivefold cross-validation of the training set will be used to develop the ML 

162 models.[20] Data curation and imputation will be performed using R (R foundation for statistical 

163 computing, Vienna, Austria). 

164 Variable selection

165 The primary outcome is a revision of the glenoid component for aseptic glenoid loosening. The input 

166 variables for both methods are dependent on the uniformity and completeness of the gathered data but 

167 will include demographics (eg. age, sex and ethnicity), patient-specific factors (eg, preoperative Body 

168 Mass Index, comorbidity, smoking, dominance, previous surgery), disease-specific factors (eg, 

169 affected side, indication, Walch classification, fatty-infiltration of cuff muscles) and surgical 

170 characteristics (eg, corrective reaming, component design and type, component materials, cementing, 

171 and sizes). Before training the machine learning models, relevant variables will be selected using 

172 random forest algorithms with recursive selection.[21] At least 10 events for each predictor variable 

173 will be included in the model, adhering to the rule of thumb in predictive models of binary 

174 variables.[22]

175 Development of prediction models

176 Different ML models result in varying performance metrics based on the type of input data 

177 (continuous, categorical, dichotomous). Due to the variation in type of input variables in the dataset, 

178 several different ML techniques will be used and compared based on model performance. The 

179 following machine learning algorithms were chosen for modelling based on prior research [23–27]: 
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180 Stochastic Gradient Boosting (SGM), Random Forest (RF), Support Vector Machine (SVM), Neural 

181 Network (NN) and Elastic-Net Penalized Logistic Regression (PLR). The algorithms will be trained 

182 on the training dataset with ten-fold cross-validation repeated 3 times. Cross-validation means 

183 dividing data into a selected number of groups, also called folds. First, the data will be divided into 10 

184 equally sized folds. Then, the algorithms will be trained on 9 of the 10 folds (90% of the training data) 

185 and tested on the remaining fold (10% of the training data). Results will be averaged across all 

186 repetitions of this sequence. Machine learning algorithms will be developed using Python (The 

187 Python Software Foundation, Fredericksburg, United States of America). Hyper parameter tuning will 

188 be performed as recommended in the Python libraries. The statistician who performs the machine 

189 learning analysis will be blinded to the origin of the data, but the anonymised data source will be 

190 available to be included as a potential confounding factor.

191 Model performance

192 After training all models, the model performance will be analysed according to a proposed framework 

193 by Steyerberg et al. including discrimination with the c-statistic, positive predictive value (PPV), true 

194 positive rate (TPR), precision-recall curve, calibration slope and intercept and the overall performance 

195 with the Brier score.[28]

196 The c-statistic (area under the curve of a receiver operating characteristic curve) is a score ranging 

197 from 0.50 to 1.0 with 1.0 indicating the highest discrimination score and 0.50 indicating the lowest. 

198 The higher the discrimination score, the better the model’s ability to distinguish patients with and 

199 without the outcome of interest.[20,23] The PPV is the proportion of true positive outcomes over the 

200 number of predicted positive outcomes. The TPR is the proportion of true positive outcomes over the 

201 number of observed positive outcomes. The precision recall curve is a plot of the PPV versus the 

202 TPR. A calibration plot plots the estimated versus the observed probabilities for the primary outcome. 

203 A perfect calibration plot has an intercept of 0 (<0 reflects overestimation and >0 reflects 

204 underestimation of the probability of the outcome) and a slope of 1 (model is performing similarly in 

205 training and test datasets).[20,23,28] The null-model Brier score, which equals the probability of 

206 glenoid revision in the dataset, will be used to benchmark the algorithm’s Brier score. A Brier score 

207 lower than the null-model Brier score indicates superior performance of the prediction model to this 

208 null benchmark. Perfect prediction would have a Brier score of 0, whereas a Brier score of 1 would 

209 indicate the poorest possible prediction.[28]

210 In addition, the decision curve analysis will be performed and visualized to investigate the net benefit 

211 (weighted average of true positives and false positives) of the conducted algorithms over the range of 

212 risk thresholds for clinical decision-making.[23,28,29] The net benefit is a weighted average of true 

213 positives and false positives, formula = sensitivity x prevalence – (1-specificity) x (1 – prevalence) x 
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214 (odds at the threshold probability). The decision curve of the model will be compared to decision 

215 curves of treating everyone as being at risk and treating no one as being at risk.[23]

216 Due to the large heterogeneity of the compiled dataset from different international sources and the 

217 internal validation of the prediction models, the generalisability of the model can be intrinsically 

218 confirmed using the above-mentioned performance tests. Therefore, it is not strictly necessary to 

219 externally validate the final algorithm. However, this study’s primary aim is model development. 

220 External validation in a specific setting is advised before applying the algorithm to clinical practice.

221 Open-access clinical prediction tool

222 The best performing prediction algorithm will be used to create an open-access clinical prediction 

223 tool, in the form of a publicly available web application accessible on desktops, tablets, and 

224 smartphones.

225 Statistical analysis

226 Categorical variables will be described as absolute numbers with frequencies, and continuous 

227 variables as medians with interquartile ranges (IQR). The model performance metrics will be 

228 calculated with 95% confidence interval (CI). Given the retrospective study design, post hoc power 

229 analyses will be conducted to evaluate the sample size of the study with an alpha value of 0.05.

230 Guidelines

231 The study set-up will be performed following the Transparent Reporting of Multivariable Prediction 

232 Models for Individual Prognosis or Diagnosis Guideline for Clustered data (TRIPOD-Cluster).[15]

233 Patient and public involvement

234 None.

235 ETHICS AND DISSEMINATION

236 For safe multicentre data exchange and analysis, our Machine Learning Consortium will adhere to the 

237 World Health Organisation (WHO) regulation ‘Policy on Use and Sharing of Data Collected by WHO 

238 in Member States Outside the Context of Public Health Emergencies’.[30] An Institutional Review 

239 Board (IRB) approval has been obtained for each of the included studies and the provided data are 

240 anonymised and de-identified, no additional prospective data is collected and contributing authors are 

241 not required to access any patient files, no IRB review is required for this study. Patient consent for 

242 publication is not applicable to this study. 

243 The study results will be disseminated through publication in a peer-reviewed journal. To facilitate 

244 reproduction of the results and external validation of the algorithm, the (anonymous) code of the 

245 developed predictive algorithms will be made available upon request with the authors.
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246 Data collection for this project is currently ongoing. The analysis will start in December 2023. The 

247 expected time of completion for the project is July 2024. 

248 DISCUSSION

249 For an informed decision when considering ATSA, it is important to be able to make an accurate 

250 prediction of arthroplasty failure. Previous studies have demonstrated several factors that affect 

251 complications and revision after ATSA, including male sex, comorbidities such as chronic kidney 

252 disease or coronary artery disease, percentage haematocrit, a higher critical shoulder angle, teaching 

253 hospital status, operative time, and the material and design of the prosthesis.[2,3,5–9,13,14] 

254 Psychological studies have shown that in human judgement only a limited amount of variables can be 

255 taken into account, and that prediction models are generally more accurate and less subject to 

256 bias.[31] Machine learning algorithms have been shown to be an effective method in developing 

257 patient-specific prediction tools, which may complement human judgement when counselling patients 

258 in clinic.[32] Creating an online tool for aseptic loosening of the glenoid component after ATSA can 

259 help guide surgeons in selecting patients who will most benefit from this treatment, and considering 

260 alternatives in cases of high risk estimates. 

261 The strength of this project is the large amount of data that will be gathered from authors participating 

262 in the Machine Learning Consortium, aiming to include a minimum of 7500 patients in total. Using a 

263 large, heterogenous international database for development of the algorithm and prediction tool will 

264 result in high external validity and may improve applicability world-wide.[15] However, most ML 

265 techniques require a larger sample size to achieve an accurate prediction compared to traditional 

266 regression models. The minimum events per variable is not clearly defined and differs per technique. 

267 Furthermore, in gathering data retrospectively from various sources, the study is subject to variances 

268 in the included variables. Low completeness and large variability of reporting may introduce bias. 

269 However, only variables that are consistently reported in multiple data sources will be included in the 

270 final analysis, variables will be categorised to increase uniformity and missing data will be imputed 

271 where possible. The exclusion and categorisation of variables will have to be balanced with the 

272 amount of detail in the final analysis. Furthermore, the accuracy of data collection is dependent on 

273 third parties providing the data, the method of data collection cannot be verified for all sources. 

274 However, the data source will be considered as a confounder. Furthermore, the variety in data sources 

275 will increase the external applicability of the algorithm. Last, ML prediction models for a 

276 dichotomous outcome are limited to risk classification, the individual risk must be interpreted in the 

277 clinical context when used for medical decision making. 

278

279
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APPENDIX 1 1 

Search strategy: 2 

("Arthroplasty, Replacement, Shoulder"[Mesh] OR “Total shoulder arthroplasty”[tiab] OR “Anatomic 3 

shoulder arthroplasty”[tiab] OR “TSA”[tiab] OR “ATSA”[tiab] OR “Total shoulder prosthes*”[tiab] 4 

OR “Anatomic shoulder prosthes*”[tiab]) AND ("Reoperation"[Mesh] OR “reoperation”[tiab] OR 5 

“re-operation”[tiab] OR “revision”[tiab] OR “survival”[tiab] OR “implant-survival”[tiab] OR 6 

"Prosthesis Failure"[Mesh] OR “failure”[tiab] OR “loosening”[tiab] OR “aseptic”[tiab] OR 7 

"Postoperative Complications"[Mesh] OR “complication”[tiab]) 8 

Filters: Clinical study, Clinical trial, Controlled clinical trial, Comparative study, Dataset 9 

 10 
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TRIPOD Checklist: Prediction Model Development and Validation

Section/Topic Item Checklist Item Page
Title and abstract

Title 1 D;V Identify the study as developing and/or validating a multivariable prediction model, the 
target population, and the outcome to be predicted. X

Abstract 2 D;V Provide a summary of objectives, study design, setting, participants, sample size, 
predictors, outcome, statistical analysis, results, and conclusions. X

Introduction

3a D;V
Explain the medical context (including whether diagnostic or prognostic) and rationale 
for developing or validating the multivariable prediction model, including references to 
existing models.

XBackground 
and objectives

3b D;V Specify the objectives, including whether the study describes the development or 
validation of the model or both. X

Methods

4a D;V Describe the study design or source of data (e.g., randomized trial, cohort, or registry 
data), separately for the development and validation data sets, if applicable. X

Source of data
4b D;V Specify the key study dates, including start of accrual; end of accrual; and, if applicable, 

end of follow-up. X

5a D;V Specify key elements of the study setting (e.g., primary care, secondary care, general 
population) including number and location of centres. X

5b D;V Describe eligibility criteria for participants. XParticipants

5c D;V Give details of treatments received, if relevant. X

6a D;V Clearly define the outcome that is predicted by the prediction model, including how and 
when assessed. XOutcome

6b D;V Report any actions to blind assessment of the outcome to be predicted. X

7a D;V Clearly define all predictors used in developing or validating the multivariable prediction 
model, including how and when they were measured. X

Predictors
7b D;V Report any actions to blind assessment of predictors for the outcome and other 

predictors. X

Sample size 8 D;V Explain how the study size was arrived at. X

Missing data 9 D;V Describe how missing data were handled (e.g., complete-case analysis, single 
imputation, multiple imputation) with details of any imputation method. X

10a D Describe how predictors were handled in the analyses. X

10b D Specify type of model, all model-building procedures (including any predictor selection), 
and method for internal validation. X

10c V For validation, describe how the predictions were calculated. X

10d D;V Specify all measures used to assess model performance and, if relevant, to compare 
multiple models. X

Statistical 
analysis 
methods

10e V Describe any model updating (e.g., recalibration) arising from the validation, if done. X
Risk groups 11 D;V Provide details on how risk groups were created, if done. X
Development 
vs. validation 12 V For validation, identify any differences from the development data in setting, eligibility 

criteria, outcome, and predictors. X

Results

13a D;V
Describe the flow of participants through the study, including the number of participants 
with and without the outcome and, if applicable, a summary of the follow-up time. A 
diagram may be helpful. 

N/A

13b D;V
Describe the characteristics of the participants (basic demographics, clinical features, 
available predictors), including the number of participants with missing data for 
predictors and outcome. 

N/AParticipants

13c V For validation, show a comparison with the development data of the distribution of 
important variables (demographics, predictors and outcome). N/A

14a D Specify the number of participants and outcome events in each analysis. N/AModel 
development 14b D If done, report the unadjusted association between each candidate predictor and 

outcome. N/A

15a D Present the full prediction model to allow predictions for individuals (i.e., all regression 
coefficients, and model intercept or baseline survival at a given time point). N/AModel 

specification 15b D Explain how to the use the prediction model. N/A
Model 
performance 16 D;V Report performance measures (with CIs) for the prediction model. N/A

Model-updating 17 V If done, report the results from any model updating (i.e., model specification, model 
performance). N/A

Discussion

Limitations 18 D;V Discuss any limitations of the study (such as nonrepresentative sample, few events per 
predictor, missing data). X

19a V For validation, discuss the results with reference to performance in the development 
data, and any other validation data. X

Interpretation
19b D;V Give an overall interpretation of the results, considering objectives, limitations, results 

from similar studies, and other relevant evidence. N/A

Implications 20 D;V Discuss the potential clinical use of the model and implications for future research. X
Other information

Supplementary 
information 21 D;V Provide information about the availability of supplementary resources, such as study 

protocol, Web calculator, and data sets. X

Funding 22 D;V Give the source of funding and the role of the funders for the present study. X

*Items relevant only to the development of a prediction model are denoted by D, items relating solely to a validation of a prediction model are 
denoted by V, and items relating to both are denoted D;V.  We recommend using the TRIPOD Checklist in conjunction with the TRIPOD 
Explanation and Elaboration document.
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