Supplementary Materials

Materials and Methods

Appendix S1: Statistics of PET Reports

Among 37,370 retrospective PET reports in our internal dataset, 92.7% (34,655/37,370) pertained to
PET/CT whole-body (including skull base to thigh and skull vertex to feet) scans, 1.7% (649/37,370)
to PET/MRI whole-body (including skull base to thigh and skull vertex to feet) scans, 5.5%
(2,066/37,370) to PET limited area (including brain, cardiac and myocardial) scans. The findings
section in a PET report had 346 [249, 472] (median [25th percentile, 75th percentile]) words, and the
impression section had 86 [53, 130] words.

Appendix S2: “Description” and “Radiologist” Fields

In the input template, “Description” denotes the categories of PET scans, with their counts provided in
Figure E1 (a). “Radiologist” accommodates a single token that encodes the reading physician’s identity.
The list of these tokens as well as their counts are given in Figure E1 (b). Notably, only physicians who
dictated more than 100 PET reports are included.

Description Counts Tokens associated with Counts Tokens associated with Counts Tokens associated with Counts
N dictating physicians dictating physicians dictating physicians
PET CT WHOLE BODY 34,655

James 7184 Charles 827 Andrew 275
PET CT BRAIN 1424 Robert 4872 Christopher 677 Kenneth 258
PET MRI WHOLE BODY 649 John 4827 Daniel 507 Kevin 241
PET CT MYOCARDIAL 407 Michael 4484 Matthew 460 Brian 178
PET MRI BRAIN 100 David 3096 Anthony 408 George 173
PET CT LIMITED AREA 91 William 2492 Mark 400 Timothy 157
ichar Donald 370 Ronald 156

PET MRI LIMITED AREA 29 Richard 1628 one > ont
Joseph 1231 Steven 358 Edward 154
PETCTC 1AC 15 Thomas 835 Paul 351 Jason 103

(@ (b)
Figure E1: (a) shows the descriptions of examination categories in our internal dataset. (b) lists the reading
physicians’ unique identifier tokens.

Appendix S3: Models for PET Report Summarization

1. PGN (1) It is an encoder-decoder model built on the bidirectional long short-term memory (LSTM)
architecture. The decoder can choose between copying a word directly from the input or generating a
new one from the vocabulary. The model was modified to accommodate both background information
and findings, as suggested in (1). We adapted the original implementation (available at
github.com/yuhaozhang/summarize-radiology-findings) to fit our task and made the model weights
accessible on GitHub: github.com/xtie97/PET-PGN.

2. BERT2BERT (2): It is an encoder-decoder model built on the transformer architecture. We utilized
Clinical-Longformer (3) as the encoder and RoBERTa (4)as the decoder. The weights of the cross-
attention layers were randomly initialized. Pretrained Clinical-Longformer is available on Hugging
Face: huggingface.co/yikuan8/Clinical-Longformer and pretrained RoBERTa is available at
huggingface.co/roberta-base.

13



3. BART (5): It is an encoder-decoder model built on the transformer architecture. BART introduced a
denoising auto-encoder for pretraining, involving reconstructing the original texts from the corrupted
samples. Pretrained BART is available at huggingface.co/facebook/bart-large.

4. BioBART (6): The model shares the same architecture with BART (5) but underwent further training
on the PubMed dataset. Pretrained BioBART is available at huggingface.co/GanjinZero/biobart-large.

5. PEGASUS (7): It is an encoder-decoder model built on the transformer architecture. PEGASUS
introduced a novel pretraining objective (gap sentence prediction), involving masking important
sentences from documents and forcing the model to recover them based on the remaining sentences.
Pretrained PEGASUS is available at huggingface.co/google/pegasus-large.

6. T5 (8): It is an encoder-decoder model built on the transformer architecture. TS established a unified
framework that treats almost all natural language tasks as a text-to-text problem. Instead of the original
T5, we used T5v1.1 that had multiple modifications of the architecture and was solely pretrained on
unsupervised tasks. The model weights are available at huggingface.co/google/t5-v1_1-large.

7. Clinical-T5 (9): It is tailored to handle the language structures, terminologies in medical documents
by further pretraining TS5 on the MIMIC-III dataset (10). The model weights are available at
huggingface.co/lugh/Clinical T5-large.

8. FLAN-TS (11): It is a variant of T5 that underwent instruction finetuning in a mixture of tasks. This
enabled FLAN-T5 to achieve enhanced performance compared to the original T5 in various
downstream applications. The model weights are available at huggingface.co/google/flan-t5-large.

9. GPT2 (12): It is a decoder-only model built on the transformer architecture. Unlike the encoder-
decoder models, GPT2 is pretrained on a massive corpus of text to predict the next word in a sequence.
The model weights are available at huggingface.co/gpt2-x1.

10. OPT (13): It is a series of open-sourced, decoder-only transformers with varying sizes from 125M
to 175B. The pretrained weights are available at huggingface.co/facebook/opt-1.3b.

11. LLaMA-LoRA: LLaMA (14) is a collection of decoder-only transformers, ranging from 7B to 65B.
LLaMA-13B showed superior performance compared to GPT3 on most benchmarks. In this study, we
chose LLaMA-7B and used LoRA (15) to accelerate training and reduce memory usage. The
hyperparameters of the LORA module are listed as follows: the rank of the low-rank factorization is 8§,
the scaling factor for the rank is 16, the dropout rate is 0.05, the target modules for LoRA are projection
layers in query (q_proj) and value (v_proj). The model weights for LLaMA are available upon request.

12. Alpaca-LoRA: Alpaca (16) is the instruction tuned LLaMA-7B model that behaves qualitatively
similarly to some closed-source large language models (LLMs), including OpenAl’s text-davinci-003.
When we finetuned Alpaca, we retained the same hyperparameters as used in LLaMA-LoRA. The
weight difference between LLaMA and Alpaca is available at huggingface.co/tatsu-lab/alpaca-7b-wdiff.

All twelve language models were trained using the standard teacher-forcing algorithm. The training
objective can be written as a maximum likelihood problem:

9* = arg;naxzz logpe (o) (rt(i)|5(i),RS2; 9)
t i

Where 6 denotes the parameters of model G, pg(g) estimates the probability of the next word r; given
the previous sequence R.; in the reference text and the source text S. Superscript t denotes the word
position in the reference text and i denotes a single sample. The AdamW optimizer (17) was employed
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to optimize this log-likelihood loss. The learning rates for the transformer-based LLMs were selected
from {5e-5, le-4, 2e-4, 4e-4} based on the Recall-Oriented Understudy for Gisting Evaluation-L
(ROUGE-L) (18) in the validation set. We adopted the beam search decoding algorithm to generate
impressions, setting the number of beams to 4. Additionally, we blocked the repeated trigram in the
generated text and applied a length penalty of 2. For PGN, we followed the training and inference
parameters specified in the original paper (1). Table E1 summarizes the settings for each model in this
study.

The learning environment requires at least 2 NVIDIA A100 GPUs and the following Python (3.8.8)
libraries: PyTorch (1.13.1), transformer (4.30.0), fastAl (2.7.11), deepspeed (0.9.2). Except for
LLaMA-LoRA and Alpaca-LoRA, all models were trained on a single NVIDIA A100 GPU, with each
epoch taking 50-120 minutes. LLaMA-LoRA and Alpaca-LoRA, however, required two NVIDIA A100
GPUs and took 4.5 hours per epoch.

Table E1: Training and inference settings of language models investigated in this study.

Language models Finetuning Number of trainable [ earning Total batch size Number of Number of beams
methods parameters rate training epochs for beam search
PGN Full finetuning 8.3 M le-3 * 25 * 30 * 5%
BERT2BERT Full finetuning 301.7M le-4 32 15 4
BART Full finetuning 406.3 M 5e-5 32 15 4
BioBART Full finetuning 406.3 M 5e-5 32 15 4
PEGASUS Full finetuning 568.7M 2e-4 32 15 4
T5 Full finetuning 783.2M 4e-4 32 15 4
Clinical-T5 Full finetuning 731.7M 4e-4 32 15 4
FLAN-T5 Full finetuning 783.2M de-4 32 15 4
GPT2 Full finetuning 15B 5e-5 32 15 4
OPT Full finetuning 13B le-4 32 15 4
LLaMA-LoRA LoRA 42M 2¢-4 128 20 4
Alpaca-LoRA LoRA 42M 2e-4 128 20 4

Note that “*” denotes the hyperparameters directly taken from the original paper. Total batch size = training batch size
per device x number of GPU devices x gradient accumulation steps.

Appendix S4: Benchmarking Evaluation Metrics

Both nuclear medicine (NM) physicians scored the quality of model-generated impressions on a 5-point
Likert scale. The definition of each level are given in Table E2.
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Table E2: Definition of the 5-point Likert scale for evaluating the quality of model-generated impressions.

Score Definition

5 Clinically acceptable impressions. The generated impression is consistent with the key clinical findings and align with
the physician’s impression. Well organized and readable.

4 Nearly acceptable impressions. The generated impression is mostly consistent with the key clinical findings and aligns
overall with the physician’s impression. Minor additions or subtractions. Organized and readable.

3 Moderately acceptable impressions. The generated impression has some inconsistencies with the key clinical findings
and mostly aligns with the physician’s impression. Moderate additions or subtractions.

2 Unacceptable impressions. The generated impression is factually incorrect in parts and/or missing some key clinical
findings and may not completely align with the physician’s impression. Major additions or subtractions.

1 Unusable impressions. The generated impression is factually incorrect and/or misses most of the key clinically findings
and does not align with the physician’s impression.

We investigated a broad spectrum of evaluation metrics, comprising 17 different methods.

1. ROUGE (18): It measures the number of overlapping textual units between generated and reference
texts. ROUGE-N (N=1,2,3) measures the overlap of N-grams, and ROUGE-L measures the overlap of
longest common subsequence. ROUGE-LSUM extends ROUGE-L by computing the ROUGE-L for
each sentence, and then summing them up.

2. BLEU (19): It computes the precision of n-gram overlap (n ranges from 1 to 4) between generated
and reference texts with a brevity penalty.

3. CHREF (20): It computes the character-based n-gram overlap between the output sequence and the
reference sequence. In this study, we set the n-gram length to 10.

4. METEOR (21): It computes an alignment of the generated text and the reference text based on
synonymy, stemming, and exact word matching.

5. CIDEr (22): It computes the term frequency-inverse document frequency (TF-IDF) vectors for both
human and machine-generated texts based on the n-gram (n ranges from 1 to 4) co-occurrence, and then
measures the cosine similarity of the two vectors.

6. ROUGE-WE (23): It is an extension of the ROUGE metric, designed to assess the semantic
similarity between generated and reference texts using pretrained word embeddings.

7. BERTScore (24): It evaluates the cosine similarity of contextual embeddings from BERT for each
token in the output and reference sequences.

8. MoverScore (25): Similar to BERTScore, it leverages the power of BERT’s contextual embeddings
to measure the semantic similarity between generated and reference texts. Instead of token-level cosine
similarity, MoverScore calculates the Earth Mover’s Distance between the embeddings of the two texts.

9. RadGraph (26): It is a specialized evaluation metric tailored for radiology report summarization.
RadGraph works by initially extracting clinical entities and their relations from the model-generated
impression and the original clinical impression. Leveraging this data, it constructs knowledge graphs to
compare the content coverage and structural coherence between the two impressions.

10. BARTScore (27): It leverages a pretrained BART model to compute the log probability of
generating one text conditioned on another text. In this study, BARTScore is the BART model finetuned
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on the CNN Daily Mail dataset. BARTScore+PET is the BART model finetuned on our internal PET
report dataset. PEGASUSScore+PET is the PEGASUS model finetuned on our internal dataset.
T5Score+PET is the FLAN-TS model finetuned on our internal dataset. The training settings are the
same as those in Table E1, except for different training/validation splits and random seeds.

11. PRISM (28): It is an evaluation metric used in multilingual machine translation. PRISM employs
a sequence-to-sequence model to score the machine-generated output conditioned on the human
reference.

12. S (29): 1t uses previously proposed evaluation metrics, including ROUGE and ROUGE-WE, as
input features for a regression model to estimate the quality score of the generate text. S*-resp is based
on a model trained with human annotations following the responsiveness scheme, while S*-pyr follows
the pyramid scheme.

13. UniEval (30): It first constructs pseudo summaries by perturbing reference summaries, then defines
evaluation dimensions using different prompt templates. The model is trained to differentiate pseudo
data from reference data in a Boolean question-answering framework. While UniEval evaluates
coherence, consistency, fluency, and relevance, we only present the overall score which is the average
of these 4 dimensions.

14. SummaQA (31)It creates questions from the source document by masking entities. The generated
text is then evaluated by a question-answering BERT model, with results reported in terms of the F1
overlap score.

15. BLANC (32): It measures how well a generated summary can help improve the performance of a
pretrained BERT model in understanding each sentence from the source document with masked tokens.

16. SUPERT (33): It creates pseudo-reference summaries by extracting important sentences from the
source document and then measures the semantic similarity between the generated text and this pseudo
reference.

17. Stats (Data Statistics) (34): Stats-compression refers to the word ratio of the source document to
its summary. Stats-coverage measures the proportion of words in the generated text that also appear in
the source document. Stats-density is the average length of the fragment (e.g., sentence in the source
document) from which each summary word is extracted. Stats-novel trigram is the percentage of
trigrams present in the summary but absent in the source document.

For the metrics that have precision, recall and F1, we only present the F1 score, which is the harmonic
mean of precision and recall. The evaluation codes are partially adapted from (35) and made available
on GitHub: github.com/xtie97/PET-Report-Summarization/tree/main/evaluation_metrics.

Appendix S5: Implementation Details of Additional Analysis

1. Deauville score (DS) extraction: Whole-body PET reports that contained physician assigned DSs
in the impression sections were identified by searching for the term “Deauville” and its common
misspellings. N-gram analysis was then performed to extract the score for each case. Among 405 cases
with DSs in the impression section, 34 cases also had DSs in the findings section. To avoid leakage, we
removed the scores in these findings. If multiple DSs were present in the impression, the highest value
was used to represent the exam-level DS (36). It is likely that model-generated impressions did not
contain DSs in some cases, but their original clinical impressions had DSs or vice versa. Considering
that we did not force the model to generate DSs in the impressions, we excluded these cases when
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calculating 5-class accuracy and Cohen’s k index. Except for PGN, all language models had at least
250 cases available for evaluating the performance of DS prediction.

2. Controlling reporting styles in output impressions: To alter the style, we directly change the
reading physician’s identifier token to any option in Figure El (b). In this study, "Physician 1"
corresponds to "Robert," "Physician 2" to "William," and "Physician 3" to "James". To illustrate, if we
aim to generate the impression for a whole-body PET/CT report in the style of Physician 1, we need to
replace the original reading physician’s token with the token associated with Physician 1 (i.e., “Robert”).
For encoder-decoder models, the input should start with “Description: PET CT WHOLE BODY
Radiologist: Robert”. For decoder-only models, the instruction should be “Instruction: Derive the
impression from the given PET CT WHOLE BODY report for Robert”.

Results
Appendix S6: Correlation of Evaluation Metrics with the Second Physician’s Scores

Figure E2 presents the Spearman’s p correlation between evaluation metrics and quality scores assigned
by the second physician (S.Y.C.). BARTScore+PET and PEGASUSScore+PET showed the highest
correlation values. Both physicians agreed upon the top-5 metrics most correlated with physician
preferences, namely BARTScore+PET, PEGASUSScore+PET, T5Score+PET, UniEval and
BARTScore.

Inter-reader correlation

BARTScoret PET METEOR 0421 ROUGE-3 0.368
PEGASUSscore+PET [ BLEU 0418 RadGraph 0.346
BARTScore ROUGE-L 0.412 CIDEr 0.302
T5Score tPET ROUGE-2 0.386 Stats-novel trigram 0.270
BERTScore 0.453 ROUGE-WE-1 0.385 BLANC 0.199
Moverscore 0.438 ROUGE-WE-2 0.384 SUPERT 0.195
PRISM 0.430 ROUGE-1 0372 Stats-coverage 0.147
$3-pyr 0.424 ROUGE-LSUM 0.368 Stats-compression 0.069

CHRT 0.421 ROUGE-WE-3 0.368 SummaQA

Figure E2: Spearman’s p correlations between different evaluation metrics and quality scores assigned by the
second physician.

Appendix S7: Model Performance

Figure E3 presents the performance evaluation of 12 language models across all 30 metrics (17 different
methods) considered in this study. All numbers in this figure are actual metric values. In the first column,
we sort the metrics in descending order of correlation with the first physician’s (M.S.) preference.
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BERT2 ) - LLaMA-
PGN BERT BART BioBART  PEGASUS TS Clinical- TS~ FLAN-TS GPT2 OPT LoRa_ Alpaca-LoRA
BARTScore 225 -1.61 146 1461 1471 -1.53 -1.54 -1.54 2.04 2.07 227 224
+PET [2.26,-2.23] [-1.63,-1.60] [-1.47,-1.44] [-1.47,-1.45] [-1.48,-1.46] [-1.54,-1.51] [-1.56,-1.53] [-1.56,-1.53] [-2.05,-2.03] [-2.08,-2.05] [-2.28,-2.25] [-2.25,-2.22]
PEGASUSScore] 5 55 -1.55 -1.49 -1.48 144 % -1.46 -1.50 148 2.26 227 248 2.46
+PET [-2.27,-2.23] [-1.56,-1.53] [-1.50,-1.47] [-149,-147] [-1.45,-1.42] [-1.47,-145] [-1.51,-148] [-1.49,-1.46] [-2.28,-2.24] [-2.28,-2.25] [-2.50,-2.46] [-2.47,-2.44]
T5Score+PET 220 -1.52 -1.46 -1.44 142t 141 % -1.45 142t 217 220 238 236
[-2.22,-2.19] [-1.53,-1.50] [-147,-144] [-1.46,-143] [-1.43,-1.40] [-1.42,-1.39] [-1.46,-143] [-1.44,-141] [-2.19,-2.16] [-2.21,-2.18] [-2.40,-2.36] [-2.38,-2.34]
UniEval 034 0.72 0.76 0.76 0.78 * 0.77 0.77 0.78 0.64 059 0.68 0.68
[0.34,035]  [0.71,0.72]  [0.75.0.76]  [0.76,0.77] _ [0.78,0.78]  [0.77.0.78]  [0.77,0.77] _ [0.77.0.78]  [0.63,0.64]  [0-59,0.60]  [0.68,0.69]1 1067 0.68]
BARTScore 3.97 3. 3.06 % 3.07t 3.05% 3071 3.10 3.06F 3381 3.82 3.93 3.93
[3.99,-3.95] [-3.22,-3.18] [-3.08,-3.04] [-3.09,-3.05] [-3.07,-3.03] [-3.09,-3.05] [-3.12,-3.08] [-3.08,-3.04] [-3.83,-3.80] [-3.83,-3.80] [-3.95,-3.92] [-3.94,-3.91]
CHRF 253 36.3 40.9 40.0 4201t 411 411 422+ 292 316 257 26.0
[24.9,25.6]  [35.9,36.7]  [40.5,41.3]  [39.6,40.4]  [41.6,42.4]  [40.7,41.5] [40.7,41.5] [41.8,42.6]  [28.9,29.6] [31.3,31.9] [254,26.0]  [25.7,263]
Moverscore 0.565 0.592 0.601 0.602 0.607+ 0.607 + 0.605 0.607 * 0.575 0.576 0.570 0572
[0.563,0.568] [0.590,0.594] [0.599,0.603] [0.600,0.604] [0.605,0.608] [0.605,0.608] [0.604,0.607] [0.606,0.609] [0.574,0.576] [0.575,0.577] [0.569,0.570] [0.571,0.573]
BLEU 10.8 18.7 26 2.5 247t 24.1 23.9 24.7% 1.4 1.7 93 9.6
[10.5,11.1]  [183,19.1]  [222,23.1]  [22.1,229] [24.2,25.1] _ [23.7,246]  [23.5.244]  [243,252] [1L1,11.6]  [11.4,119]  [9.1,9.6] [9.4,9.9]
BERTscore 0.673 0.723 0.735 0.737 0.744 0.747 * 0.743 0747t 0.685 0.683 0.673 0.677
[0.735,0.739] [0.735,0.739] [0.735,0.739] [0.735,0.739] [0.735.0.739] [0.735,0.739] [0.735,0.739] [0.735,0.739] [0.735,0.739] [0.735,0.739] [0.735,0.739] [0.735,0.739]
ROUGE- 389 492 525 523 544t 544t 54.0 54.8% 422 432 38.1 389
WE-1 [384,393]  [48.8,49.6]  [52.0,52.9] [51.9,52.8]  [54.0,54.8]  [54.0,54.8]  [53.6,544]  [54.4,552]  [418,42.5] [428,43.5] [37.8,384]  [38.6,39.3]
ROUGE-1 37.8 48.4 51.9 51.8 53.8% 537 532 54.1% 41.6 42.6 384 39.2
[37.4.382]  [48.0.48.7]  [51.5.52.4] [51.3,52.2] [53.4,54.2]  [53.3,54.1]  [52.8,53.6]  [53.7,54.5]  [413,42.0] [42.2,42.9] [38.1,38.8]  [38.8,39.6]
ROUGE-L 287 359 386 38.9 40.0t 403 39.4 402t 28.7 283 272 28.0
[283,29.1]  [35.5,364]  [38.1,39.1]  [38.4,39.4]  [39.6,40.5]  [39.9,40.8]  [39.0.39.9]  [39.7,40.7]  [28.4.29.1] [27.9.28.7]  [26.9.27.6] _ [27.6,283]
ROUGE-LSUM| 354 45.1 48.7 48.6 50.5+ 504+ 498 50.8 % 38.3 39.2 354 36.0
[34.9,35.8]  [44.7,45.5] [48.2,49.1]  [48.2,49.1]  [50.0,50.9]  [49.9,50.8]  [49.4.502]  [50.4,51.2]  [38.0.38.7] [38.9.39.6] [35.0.35.7)  [35.7,36.4]
ROUGE-WE-2 25.6 35.6 38.8 38.6 403+ 4021 39.9 40.7% 26.8 27.6 27 235
[252,26.0]  [35.2,36.0]  [384,39.3]  [38.1,30.0]  [39.8,40.7)  [39.8,40.7]  [39.4.403]  [40.2,411]  [264,27.1] [27.2,27.9] [22.4,230]  [232,23.9]
METEOR 0.180 0232 0267 0262 0.276 0272 0272 0279+ 0.195 0213 0.169 0.172
[0.177,0.182] [0.229,0.235] [0.264,0.270] [0.259,0.265] [0.273,0.279] [0.269,0.275] [0.269,0.275] [0.276,0.281] [0.192,0.197] [0.211,0.215] [0.167,0.171] [0.170,0.174]
ROUGE- 26.5 372 40.8 40.5 231t a1t 416 425+ 283 294 29 24.0
WE-3 [26.1,269]  [36.8,37.7]  [403,41.3]  [40.0,41.0]  [41.8,42.7]  [41.6,42.5] [41.1,42.0]  [42.0,43.0]  [27.9,28.7]  [29.1,29.8] [22.5,232]  [23.6,24.4]
RadGraph 0225 0348 0381 0.383 0395+ 0.388 03931 0.397* 0221 0.235 0.177 .
[0.221,0.230] [0.343,0.352] [0.376,0.386] [0.378,0.388] [0.390,0.400] [0.383,0.393] [0.388, 0.398] [0.392,0.402] [0.217,0.225] [0.232,0.239] [0.174,0.180] [0.186.0.193]
ROUGE-2 17.9 26.3 29.6 294 30.9* 30.7+ 30.1 309+ 15.9 16.1 13.4 13.9
[17.5,183]  [25.9,26.8]  [29.1,30.0]  [29.0,29.9]  [30.5,31.4]  [30.2,3L.1]  [29.6,30.5] [30.4,31.4]  [15.6,162] [158,164] [13.1,13.6] [13.6,14.2]
PRISM -3.96 -3.40 -3.34 -3.29 326t 324 -3.29 326+ 3.99 402 -4.07 -4.07
[-3.98,-3.94] [-3.42,-337] [-337,-332] [-332,-3.27] [-3.28,-3.24] [-3.26,-3.22] [-331,-326] [-3.28,-3.24] [-4.01,-3.97] [4.05,-4.00] [-4.09,-4.05] [-4.09,-4.05]
ROUGE-3 10.3 16.5 193 19.4 20.5% 2021t 19.7 204+ 638 67 52 55
[10.0,10.7]  [16.1,17.0]  [18.9.19.8] [189,19.8]  [20.1,21.0]  [19.7,20.6]  [19.3,202]  [19.9,20.8]  [6.5,7.1] [6.5.7.0] [5.0.5.4] [53.5.7]
S3pyr 037 058 070 0.66 0.70 0.68 0.68 0.71% 0.4 052 036 037
[037,0.38]  [0.57,0.58]  [0.69,0.71]  [0.65,0.67]  [0.69,0.71]  [0.67,0.69]  [0.67,0.69]  [0.70,0.71]  [0.43,0.45] [0.51,0.52]  [0.35,0.36]  [0.36,0.37]
S3-resp 0.51 0.67 0781 0.75 078+ 0.77 0.76 0.79 % 0.53 0.58 048 0.49
[0.50,0.52]  [0.67,0.68]  [0.77,0.79]  [0.74,0.76]  [0.77,0.79]  [0.76,0.77] _ [0.76,0.77]  [0.78,0.79]  [0.53,0.54]  [0.58,0.59]  [0.47,0.48]  [0.48,0.49]
Stats-novel 0.85 0.76 0.68 0.69 0.62 0.68 0.65 0.65 0.98 0.99 + 0.99 * 099+
trigram [0.84,0.85]  [0.76,0.77]  [0.68,0.69]  [0.68,0.69]  [0.61,0.62]  [0.68,0.69]  [0.64,0.65]  [0.65,0.66]  [0.98,0.98]  [0.99,0.99]  [0.99,0.99]  [0.99,0.99]
Stats-density . 2.98 543 5.49 6.51% 4.64 545 5.47 0.87 0.85 0.77 078
[1.85,1.92]  [2.92,3.04] [5.27,5.59] [5.32,5.66]  [6.34,6.68]  [4.53,4.76]  [5.31,5.58]  [5.33,5.61] [0.86,0.88]  [0.85,0.86]  [0.77,0.78]  [0.77,0.79]
CIDEr 0.179 0.445 0556 0.546 0.637* 0.599 + 0.600 0.631+ 0.184 0.203 0.125 0.152
[0.159,0.199] [0.411,0.479] [0.517,0.594] [0.507,0.584] [0.597,0.677] [0.560,0.639] [0.561,0.640] [0.591,0.671] [0.166,0.202] [0.182,0.224] [0.113,0.137] [0.136,0.167]
BLANC 0.049 0.089 0.122 0.113 0.131 0.114 0.126 0.126 0.053 0.061 0.045 0.044
[0.047,0.051] [0.086,0.091] [0.119,0.124] [0.111,0.116] [0.128,0.134] [0.112,0.117] [0.123,0.128] [0.123,0.129] [0.051,0.054] [0.059,0.063] [0.043,0.047] [0.042,0.046]
Stats- 8.36* 6.16 531 5.51 5.49 578 552 5.50 6.17 4.92 7.16 723
compression | g20,8.52]  [6.04,6.28]  [5.18,5.44]  [5.40,5.62]  [5.37,5.61]  [5.66,5.90]  [5.41,5.63] [5.37,5.63]  [6.02,6.32] [4.78,5.05]  [7.00,7.32]  [7.08,7.39]
SUPERT 0511 0.536 . 5 0.557 0.550 05541 0.553 0512 . 0.506 .
[0.509,0.514] [0.533,0.539] [0.548,0.554] [0.545,0.551] [0.554,0.560] [0.547,0.553] [0.551,0.557] [0.551,0.556] [0.510,0.514] [0.519,0.523] [0.504,0.509] [0.502,0.506]
Stats-coverage 0.62 ! . 0.69 0.72% 0.70 0.71 0.71 0.56 0.57 0.54 0.54
[0.62,0.63]  [0.66,0.66]  [0.69,0.70]  [0.69,0.70]  [0.72,0.72]  [0.69,0.70]  [0.71,0.72]  [0.71,0.72]  [0.56,0.56]  [0.56,0.57]  [0.54,0.54]  [0.53,0.54]
SummaQA 0.063 0.089 0.168 0.156 0.180 * 0.129 0.168 0.166 0.055 0.052 0.043 0.038
[0.055,0.071] [0.079,0.099] [0.151,0.184] [0.141,0.172] [0.164,0.196] [0.117,0.142] [0.150,0.187] [0.151,0.181] [0.048,0.062] [0.044,0.060] [0.036,0.050] [0.033,0.044]

Note that data are shown as mean [2.5th percentile, 97.5th percentile]. “*” denotes the highest value for each metric, and “t”
denotes the values that do not have statistically significant difference (P>0.05) with the highest value.

Figure E3: Assessment of 12 language models using all evaluation metrics included in this study. Displayed
numbers are actual metric values, and the 95% confidence intervals were determined via bootstrap resampling.
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Appendix S8: Findings and Background Information for the Examples in Expert Evaluation

Figures E4, E5, E6 and E7 show the findings and background sections associated with Cases 1, 2, 3, 4,

in Figure 5 (in the main body).

Indication: [AGE]-year-old [SEX] with pulmonary nodule, presents for a staging FDG PET/CT examination.

Findings:

glands with no distinct focal abnormalities.
Chest:

atherosclerotic plaque along the aortic arch and at the origins of the great vessels.

Musculoskeletal/Extremities:

hypermetabolism within the visualized portions of the extremities.

Background liver metabolic activity (SUV mean/ SUV max): 3.9/5.7 (PET/CT axial slice 155).
Background mediastinal blood pool metabolic activity (SUV mean/ SUV max): 3.1/3.9 (PET/CT axial slice 119).
Head/Neck: No FDG avid cervical nodes are noted. Physiologic symmetric FDG uptake is present in the visualized portions of the brain, extraocular muscles, and salivary

This has mild associated FDG uptake (SUV max 1.8, axial slice 125). With reference to outside prior CT,
there is suggestion of macroscopic fat within the nodule. No other pulmonary nodules are identified. No pleural effusion.

No FDG avid lymph nodes are noted in the axillae, hila, or mediastinum. Physiologic FDG uptake is present within the myocardium. No pericardial effusion. Mild calcified

Abdomen/Pelvis: No FDG avid nodes or mesenteric lesions are noted. Heterogeneous FDG uptake is noted in the liver and spleen without focal abnormalities. The adrenal
glands appear unremarkable. Mild uptake is noted along the bowel within the normal physiologic variation. Excreted radiotracer is present within the urinary collecting system
and bladder. No hydronephrosis. Normal caliber abdominal aorta, with moderate calcified atherosclerotic plaque.

No FDG avid skeletal lesions are noted. Infiltrated radiotracer is noted within the skeletal right upper arm antecubital region. There are no other areas of abnormal

Original clinical impression

[1] FDG PET/CT demonstrates short-term stability of the solitary nodule within the right -
upperlobe, which has only minimal associated FDG uptake, not elevated above mediastinal
blood pool. Given the lack of significant FDG avidity, and the suggestion of macroscopic
fat within the nodule on prior diagnostic chest CT, a benign lesion such as a pulmonary
hamartoma is a consideration. Could consider short-term follow-up diagnostic CT chest in
3-6 months to assess for interval change.

[2] No evidence of suspected FDG avid local nodal mediastinal/hilar or distant metastatic
disease.

(3]

[EDGavidity Could correlate with prior mammography, if available. If not, screening

mammography is recommended.

PEGASUS-generated impression

[1] FDG PET/CT demonstrates a 1.2 x 1.3 cm subpleural solid nodule within the
which is

nonspecific by PET criteria for an infectious/inflammatory process versus low-

grade primary lung malignancy. Recommend correlation with prior and/or

follow-up thoracic CT to assess for interval change in size.

[2] No evidence of FDG avid local nodal mediastinal/hilar or distant metastatic

disease.

[3] Redemonstration of a mildly lobulated nodular area of Soft tissue within the |

subareolar right breast, unchanged compared to [DATE]. This does not appear to

have associated hypermetabolic activity. |

Figure E4: The findings section and relevant background information for Case 1 in Figure 5 (in the main body).

treatment.

Indication: [AGE] years old patient with history of mantle cell lymphoma diagnosed by left axillary lymph node biopsy. Status post 3 cycles chemotherapy. Patient also has
history of right breast lobular carcinoma in situ and ALH in [DATE] status post partial mastectomy and tamoxifen x5 years. Patient is referred for assessment of response to

Findings:

thyroid lobe SUV max 2.2, previously SUV max 5.0.

Lungs: No lung nodules or abnormal uptake. Mild dependent atelectasis.
Pleura/pericardium: No pleural or pericardial effusion.
Thoracic lymph nodes:

Other chest findings: Physiologic myocardial uptake. Prior right breast lumpectomy.
Hepatobiliary: No abnormal uptake.

Pancreas: No abnormal uptake.

Adrenals: Within normal limits.

Pelvic organs: No abnormal uptake. Uterus is surgically absent.

Abdominopelvic lymph nodes:

degenerative changes. No suspicious osseous lesions.
Other: None.

Physiologic background liver standardized uptake value (SUV mean and SUV max) reported for comparison between PET studies: 2.0 and 2.5, previously 2.3 and 2.9.
Visualized head/neck: Physiologic uptake in the visualized portions of the brain, extraocular muscles, and salivary glands. Decreased homogeneous uptake in the thyroid, right

Head neck lymph nodes: Interval resolution of previously noted hypermetabolic bilateral cervical lymphadenopathy. Currently there are few scattered subcentimeter lymph

-Left axillary lymph node 0.4 x 0.6 cm SUV max 0.8 (axial PET/CT slice 83), previously 1.2 x 0.8 cm SUV max 5.9
-Retrocrural lymph node 0.9 x 0.3 cm SUV max 1.6 (axial PET/CT slice 124), previously 1.5 x 0.7 cm SUV max 5.2.

Spleen: Resolved splenomegaly and uptake measuring 9.8 cm in AP dimension SUV max 2.1,

Kidneys/bladder: No abnormal uptake. Physiologically excreted tracer activity within the renal collecting system and urinary bladder.
Bowel/peritoneum: No suspicious bowel uptake or abnormality. Diverticulosis without evidence of diverticulitis.

Musculoskeletal/soft tissues/skin: Decreased heterogencous marrow uptake. A focus of relatively increased uptake at the T12 endplate without likely corresponds to

For example:

previously 22.1 cm SUV max 9.9.

Original clinical impression

(1] EDG PET/CT demonstraes interval resolution of multiple bilateral head/neck, thoracie.
andabdominopelvic Iymphfodes as well as resolved splenomegaly and intense splenic
uptake consistent with complete metabolic response. Deauville 1.

[2] No new sites of lymphomatous involvement.

PEGASUS-generated impression
(1]

[2] Decreased homogeneous uptake in the thyroid.

Figure E5: The findings section and relevant background information for Case 2 in Figure 5 (in the main body).
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Indication: Patient is a [AGE]-year-old [SEX] with stage IIIB Merkle cell carcinoma of the left eyebrow status post wide local excision with split-thickness skin graft, left
superficial parotidectomy with facial nerve dissection and selective neck dissection levels 2A and 2B on [DATE]. This was followed by adjuvant radiation to the parotid bed,
periparotid nodes, and cervical levels 2-4 completed in [DATE]. The purpose of the study is restaging of the disease.

Findings:
Mediastinal blood pool demonstrates mean SUV of 2.2 measured within the descending thoracic aorta at the level of the carina (axial PET/CT image 140); previously 2.3.
Background liver demonstrates mean SUV of 2.6 measured within the inferior right hepatic lobe (axial PET/CT image 208); previously 2.7.
Head/nock: Note is made of slight interval increase in size and FDG uptake of a mildly hypermetabolic subcutancous soft tissuc nodule within the left ncck anteriot to the
easuring approximately 1.2 cm with SUV max of
2.3 (axial PET/CT image 105) compared with previously 0.9 cm with SUV max of 1.6. Symmetric FDG uptake is present in the visualized portions of the brain, extraocular
muscles, larynx, and salivary glands with no distinct focal abnormalities. No new or enlarging FDG-avid cervical lymphadenopathy is noted. Postsurgical changes of left neck
dissection are stable with no evidence of suspicious FDG uptake. Oral cavity, oropharynx, nasopharynx, and larynx appear unremarkable. Thyroid gland is diminutive in
appearance which is compatible with patient's history of hypothyroidism. Parotid and submandibular glands are unremarkable. Paranasal sinuses are well-aerated. Mastoid air
cells and tympanic cavities are clear. No significant dental abnormalities are noted.
Chest: No new or enlarging FDG-nodules. No pleural effusion or pneumothorax. Central airways are widely patent. No new or enlarging FDG-avid axillary, mediastinal, or
hilar lymphadenopathy is noted. Heart is mildly enlarged in size. Physiological FDG uptake is present within the myocardium. No pericardial effusion. Thoracic aorta is normal
in course and caliber. Mild atheromatous calcifications are present in the thoracic aorta and left anterior descending coronary artery.
Abdomen/Pelvis: Expected physiologic FDG uptake is noted within the solid and hollow abdominopelvic viscera. Non-FDG avid high-attenuation cysts in both kidneys are
stable and may be proteinaceous or hemorrhagic in nature. Representative lesion at the superior pole of the left kidney measures 2.0 cm in size and 1.5 cm upper pole right
kidney. [Photopenic/s=mm simple cystin the interpolar region of the right Kidney: Tiny nonobstructing calculus is noted in the right kidney. There is sigmoid diverticulosis
without CT-evidence of diverticulitis. Surgical absence of the uterus. Excreted radiotracer is present within the urinary collecting system and bladder. Right ureter is mildly
prominent unchanged from before. No FDG-avid abdominopelvic lymphadenopathy is noted. Atherosclerotic calcifications are present in the nonaneurysmal abdominal aorta
and iliac arteries.
Musculoskeletal: No suspicious FDG uptake is noted in the region of the left eyebrow when compared to PET/PET dated [DATE]. No suspicious FDG uptake is noted
elsewhere in the skin or muscle or bone. Degenerative disc and facet disease is noted in the spine with diffuse demineralization. Superficial venous collaterals are noted in
bilateral lower extremitics.

Original clinical impression PEGASUS-generated impression
[1] Slight interval increase in size and FDG uptake of a mildly hypermetabolic subcutancous soft | |[1] Slight interval increase in size and FDG uptake of a mildly
which appears more hypermetabolic subcutancous soft tissue nodule within the left neck

rounded and discrete on the current exam when compared to most recent PET/CT from [DATE].

This finding possibly represents metastatic disease but not particularly avid. Recommend Cartilage|is favored to represent post therapeutic inflammation rather than
ultrasound-guided sampling for biopsy confirmation. recurrent disease. Recommend attention on follow-up.
[2] No abnormal FDG uptake to suggest FDG-avid locally recurrent or additional sites of [2] No evidence of FDG-avid local or distant metastatic disease.

metastatic disease.

[3] Probableproteinaceous/hiemmorhagic renal cystsd Recommend confirmation with ultrasound.

Figure E6: The findings section and relevant background information for Case 3 in Figure 5 (in the main body).

Indication: [AGE]-year-old [SEX] with history of invasive ductal carcinoma of the left breast. Left axillary lymphadenopathy seen on initial staging. Also with concern for
osseous metastatic disease in the pelvis, left clavicle, and lumbar spine. At the end of 2018 progressive disease was seen in the axilla. Currently treated with Fulvestrant (with
Palbociclib) and Zometa. Most recent imaging with some suspicious nodular tissue posterior to the left breast clip as well as enlarging left axillary lymphadenopathy ([DATE]).
Request to evaluate for disease status.

Findings:

Background liver metabolic activity (SUV mean/ SUV max): 3.0/3.9 (PET/CT axial slice 158); Background mediastinal blood pool metabolic activity (SUV mean/ SUV max):
2.4/2.7 (PET/CT axial slice 113);

Skull base/Neck: No FDG avid cervical nodes are noted. There is moderate FDG activity associated with the eyelids bilaterally. Additionally there is some mild-moderate activity
associated with the nasal mucosa which may represent mild nonspecific inflammation. Physiologic symmetric FDG uptake is present in the visualized portions of the brain,
extraocular muscles, and salivary glands with no distinct focal abnormalities. Likely meningioma near the falx in the right frontal region. Paranasal sinuses are free of significant
disease. Tympanic and mastoid air cells clear.

Chest: Redemonstration of left axillary lymphadenopathy which demonstrates moderate-intense FDG avidity. Overall these appear similar in size and distribution compared to
[DATE]. For example a posterior axillary lymph node measures 11 mm (PET/CT axial slice 109; SUV max 13.2) compared to 11 mm previously. A lower axillary lymph node
measures 13 mm (PET/CT/CT axial slice 122; SUV max 6.0) compared to 14 mm previously. [Thelarea'of nodular soft tissue at the posterior aspect of the left breast glandular

he area of
FDG avidity measures approximately 2.7 x 3.5 x 3.9 cm (LR-AP-CC) in maximal dimension. No FDG av1d lung nodules are noted. Physiologic FDG uptake is present within the
myocardium. Unchanged heart size. No pericardial or pleural effusion. No p horax. Depend; is. Calcified hilar and subcarinal lymphadenopathy suggestive of

prior granulomatous infection.

Abdomen/Pelvis: There is slight misregistration, especially in the upper abdomen, due to patient motion.

No FDG avid nodes or mesenteric lesions are noted. Heterogeneous FDG uptake is noted in the liver and spleen without focal abnormalities. The adrenal glands appear
unremarkable. Moderate uptake is noted along the bowel. There is no corresponding focal CT abnormality seen. Excreted radiotracer is present within the urinary collecting system
and bladder. The unenhanced contours of the liver, spleen, adrenal glands, pancreas are within normal limits. The gallbladder is surgically absent. Unchanged mild dilatation of the
extrahepatic bile ducts, consistent with reservoir effect. Symmetric renal cortical thickness. No hydronephrosis. No bowel obstruction. Scattered colonic diverticula without CT
findings of diverticulitis. Appendix surgically absent. No adnexal masses. No lymphadenopathy in the abdomen or pelvis.

Musculoskeletal/Extremities:

There is no definite focal i d FDG uptake iated with the left
clavicle which was the site of previously d ic disease. Elsewhere there is i d uptake iated with the bilateral shoulders, left C2/C3 facet joint, additional
intervertebral disk and facet spaces, and the bilateral hips most suggestive of degenerative change.

Original clinical impression PEGASUS-generated impression

[1] FDG PET/CT demonstrates intense FDG activity associated with the | | [1] FDG PET/CT demonstrates intense FDG activity associated with the enlarging nodular soft
tissue at the posterior aspect of the left breast glandular tissue, which appears to be enlarging on

[2] Intense FDG avidity associated with the left axillary lymphadenopathy, [2] Moderate-intense FDG avid left axillary lymphadenopathy, similar in size and distribution

which is overall unchanged in size and distribution compared to the recent compared to recent chest CT from [DATE], compatible with nodal metastatic disease.

[DATE] CT, also highly suspicious for persistent nodal metastatic disease. [3] Heterogeneous mild to moderate FDG uptake associated with sclerotic and lytic osseous

[3] No definite evidence of FDG avid osseous metastatic disease. MildRH changes in the pelvis, left clavicle, and T8 vertebral body, with no definite correlative CT bone
abnormality on our corresponding low-dose noncontrast CT. These findings are nonspecific but

favored to represent posttreatment related inflammatory change rather than residual/recurrent
Spineand T8 vertebrallbodys most likely represents physiologic bone disease. Recommend attention to these sites on follow-up imaging.
marrow activity at sites of previously treated osseous metastatic disease. [4] No evidence of FDG-avid distant metastatic disease in the chest, abdomen, or pelvis.

Figure E7: The findings section and relevant background information for Case 4 in Figure 5 (in the main body).

21



Appendix S9: Findings and Background Information for the Examples in Encoding Physician-

specific Styles

Figures E8 and E9 show the findings and background sections associated with Cases 1 and 2 in Figure

6 (in the main body).

Indication: [AGE]-year-old [SEX] with recently diagnosed poorly adenocarcinoma of the right upper lobe status post biopsy on [DATE]. Patient is referred for initial staging.

Findings:

Lungs:
lobe granuloma. Left lingular atelectasis/scarring.

max 3.7, axial image 110, for a pleural

Other: None.

Physiologic background liver standardized uptake value (SUV mean and SUV max) reported for comparison between PET studies: 2.7 and 3.8.
Visualized head/neck: Physiologic uptake in the visualized portions of the brain, extraocular muscles, and salivary glands.
Head/neck lymph nodes: No suspicious head/neck lymph nodes.

axial image 70. No additional nodules. Right middle

Pleura/pericardium: Mild to moderate FDG activity corresponding same right lower lobe posterior pleural thickening at the 8th/9th intercostal region measuring 0.8 x 0.4 cm, SUV
ic implant. This focus appears to correspond to subtle oral thickening seen on chest CT from [DATE] (series 3, axial slice

315; series 2, axial slice 79). This focus does not appear to be misregistered PET activity adjacent lung or bone to suggest FDG avid osseous or additional lung metastasis. This

focus is less likely to represent top normal physiologic muscle activity. No pleural or pericardial effusion.

Thoracic lymph nodes: No suspicious thoracic lymph nodes. Scattered calcified hilar and mediastinal lymph nodes.

Other chest findings: Physiologic myocardial uptake. Moderate coronary artery calcifications.

Hepatobiliary: No abnormal uptake. Spleen: No abnormal uptake. Pancreas: No abnormal uptake. Adrenals:

2.2, with fat attenuation on noncontrast CT (-18 Hounsfield units).

Normal right adrenal gland. Kidneys/bladder: No abnormal uptake. Physiologically excreted tracer activity

within the renal collecting system and urinary bladder. Exophytic right and left renal cysts. Bowel/peritoneum: No suspicious bowel uptake or abnormality. Pelvic organs: No
abnormal uptake. Abdominopelvic lymph nodes: No suspicious abdominopelvic lymph nodes.

Musculoskeletal/soft tissues/skin: Degenerative changes of the spine. No suspicious osseous lesion.

Original clinical impression dictated by Physician 1
[1]1 FDG PET/CT demonstrates

[2] Mild to moderate focus of FDG activity in the posterior
right lower lobe corresponding to subtle soft tissue pleural
thickening at the 8th/9th intercostal region on CT, suspicious
for a metastatic pleural implant.

[3] No evidence of other sites of FDG avid local nodal or
distant metastatic disease.

(4] Stable o FDG et AdFERAIGIRAOAIE dating (o
[DATE], most consistent with a benign myolipoma..

PEGASUS-generated impression in Physician 1’s style

[1] FDG PET/CT deimonstrates anintensely DG avid 15 lie]
em right upper lobe apical segment pulmonary nodule,

[2] Mild to moderate FDG activity corresponding right lower
lobe posterior pleural thickening at the 8th/9th intercostal region,
suspicious for a pleural metastatic implant.

[3] No evidence of other sites of suspected PET avid local nodal
or distant metastatic disease.

(4] Non-FDG avid 1.3 cm left adrenal nodule, with fat
attenuation on noncontrast CT, which is indeterminate.
Recommend adrenal protocol CT or MRI for further evaluation.

PEGASUS-generated impression in Physician 2’s style
[1] Right upper lobe primary Tung malignancy with
suspected right lower lobe pleural metastasis.

[2] No evidence of nodal or distant metastases.

[3) Indeterminate Iefiadrénal fiodiile|can be followed on
future surveillance imaging.

Figure E8: The findings section and relevant background information for Case 1 in Figure 6 (in the main body).

Indication: [AGE] year old [SEX] with new diagnosis of right upper lobe nodule biopsy consistent with squamous cell carcinoma. Patient is referred for initial staging.

Findings:

Lungs:

lymph nodes.

Reactive uptake near the left greater trochanter.

cevaluated on recent dedicated chest CT. No other abnormal uptake. Emphysema.
Pleura/pericardium: No pleural or pericardial effusion. Thoracic lymph nodes: No suspicious thoracic lymph nodes. Uptake of the mediastinal lymph nodes is probably
reactive/inflammatory. Other chest findings: Coronary vascular and scattered thoracic aortic calcification. Bilateral gynecomastia. Benign incidental tracheal diverticulum.
Hepatobiliary: No abnormal uptake. Prior liver transplant. Fatty liver. Cholecystectomy. Spleen: No abnormal uptake. Pancreas: No abnormal uptake. Adrenals: Within normal
limits. Kidneys/bladder: No abnormal uptake. Physiologically excreted tracer activity within the renal collecting system and urinary bladder. Bowel/peritoneum: No suspicious
bowel uptake or abnormality. Diverticulosis without inflammatory change. Pelvic organs: No abnormal uptake. Abdominopelvic lymph nodes: No suspicious abdominopelvic

Other: Aortoiliac atherosclerotic vascular calcifications. Small umbilical hernia."

Physiologic background liver standardized uptake value (SUV mean and SUV max) reported for comparison between PET studies: 2.6 and 5.0.
Visualized head/neck: Physiologic uptake in the visualized portions of the brain, extraocular muscles, and salivary glands.
Head/neck lymph nodes: No suspicious head/neck lymph nodes.

Other lung findings are better

Musculoskeletal/soft tissues/skin: No suspicious osseous lesions. Diffuse marrow uptake is probably reactive and benign. Multilevel spine DJD. Prior lumbar laminectomy.

Original clinical impression di

d by Physician 2
without [
evidence for nodal or distant metastases.

y PEGASUS-generated impression in Physician 1’s style

[2] No evidence of other sites of abnormal FDG uptake to suggest
locoregional or distant metastatic disease.

PEGASUS-generated impression in Physician 2’s style

without
evidence of nodal or distant metastases.

Figure E9: The findings section and relevant background information for Case 2 in Figure 6 (in the main body).
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Appendix S10: External Testing

Table E3 presents the performance of PEGASUS in the external test set, assessed using automatic
evaluation metrics. The first row shows the results of internal testing, while the following three rows
display the external test results given impressions generated in the styles of Physician 1, 2, and 3,
respectively. Figure E10 provides 4 sample cases with original clinical impressions dictated by different
physicians in the external set.

Table E3: Performance of PEGASUS in the external test set.

BARTScore  PEGASUSScore  ROUGE-1 ROUGE-2 ROUGE-L BLEU BERTScore
+PET +PET

Internal test -1.47 -1.44 53.8 30.9 40.0 24.7 0.747
[-1.48,-1.46] [-1.45,-1.42] [53.4,54.2] [30.5,31.4] [39.6, 40.5] [24.2,25.1]  [0.735,0.739]

External test using -1.66 -1.72 38.6 14.8 26.2 11.1 0.671
Physician 1’s style [-1.70,-1.62] [-1.77,-1.67] [36.9,40.2] [13.5,16.1] [24.9,27.6] [9.9,12.3] [0.662, 0.679]

External test using -1.68 -1.67 38.5 15.9 29.2 11.5 0.679
Physician 2’s style [-1.73,-1.63] [-1.72,-1.61] [36.5,40.5] [14.1,17.8] [27.2,31.3] [9.8,13.4] [0.668, 0.691]

External test using -1.73 -1.75 422 18.1 30.0 133 0.688
Physician 3’s style [-1.78,-1.68] [-1.81,-1.69] [40.6, 43.8] [16.5,19.7] [28.4,31.8] [11.8,14.9]  [0.679,0.697]

Note that a higher value indicates better performance for all these metrics. We picked BARTScore+PET and
PEGASUSScore+PET, as they are most correlated with physician preferences. We also included the results of ROUGE,
BLEU and BERTScore because they are commonly used metrics in radiology report summarization. Data are shown as
mean [2.5th percentile, 97.5th percentile].

Original clinical impression in the external
test set

PEGASUS-generated impression in Physician
1’s style

PEGASUS-generated impression in Physician
2’s style

PEGASUS-generated impression in Physician
3’s style

1] Large metabolically active anterior mediastinal mass with
‘metabolically active left supraclavicular and left axillary

‘here is also a small
focus of increased uptake in the anterior mediastinum to the
right of the large mass. which could represent another small
Iymph node.

2] Metabolically active focus of ground-glass opacity
posteriorly in the left lower lobe. This may be inflammatory in
nature, and continued follow-up with attention to this lesion is
recommended.

3]

Correlation with bone marrow biopsy is recommended.

11] FDG PET/CT demonstrates a large anterior mediastinal
‘mass with intense FDG uptake consistent with the patient's
biopsy-proven Hodgkin's Iymphoma. There s also FDG avid-
left supraclavicular and left axillary lymphadenopathy.

[2] There is a small focus of increased uptake in the anterior
‘mediastinum to the right of the large mass.

1] Large anterior mediastinal mass with left supraclavicular -
and left axillary lymphadenopathy that is metabolically active
[2] A small focus of uptake in the anterior mediastinum o the

right of the large mass is suspicious for lymphomatous
involvement.

(3] Thereis an 8.4 mm arca of ground-gl [3] Ground-glass opacity in the Ieft lower lobe with mild
opacity posteriorly in the Ieft lower lobe that s uptakeis i i can be followed on future
active with a maximal SUV of 3.8. This finding is nonspecific | surveillance imaging.

andimay TECtou Ithough

assite of metastatic disease cannot be completely excluded.
Recommend correlation with prior and/or follow-up thoracic
CT to assess for interval change in size.

(41

Xl SKEIEtonY likely reactive hematopoiesis.

[4) IDiffseuptake of the bone matowis probably reactive.

1] Large anterior mediastinal mass with associated
‘metabolically active left supraclavicular and lefl axillary
Iymphadenopathyd There is also a small focus of increased

uptake in the anterior mediastinum to the right of the large
mass.

[2] There is an i 8.4 mm area of gn

opacity posteriorly in the left lower lobe with a maximal SUV
of 3.8. This might represent an inflammatory focus, however
‘metastatic discase cannot be excluded.

131

SKeleton! This likely represents reactive bone marrow.

d-gl
gl

Abnormal study.

with extranodal hypermetabolic
involvement of the spleen, correlates with the histologically
proven Hodgkin's lymphoma.

[1] FDG PET/CT demonstrates extensive intensely
‘hypermetabolic lymphadenopathy throughout the neck, chest,
abdomen, and pelvis, as detailed in the findings, consistent
‘with biopsy-proven lymphoma. -
[2] Diffusely increased metabolic activity in the spleen is

ific and may represent i
versus physiologic splenic activity.

[3] No evidence of FDG avid bone marrow or osseous
involvement.

[1] Bulky, intensely hypermetabolic lymphadenopathy in the:
‘neck, chest, abdomen, and pelvis, consistent with known
diagnosis of Hodgkin lymphoma. -

[2) Diffusely increased metabolic activity in the spleen is also
suspicious for lymphoma involvement.

[1] Deauville score 5.

(2] Bulky, intensely hypermetabolic lymphadenopathy in the
‘neck, chest, abdomen, and pelvis, consistent with biopsy-
proven diagnosis of Hodgkin's lymphoma.

[3] Diffusely increased metabolic activity in the spleen is also
concerning for lymphomatous involvement.

1] FDG PET/CT demonsirates hypermetabolic adenopathy in-
‘consistentyith HodgKinSIymphOmA! Deauvillc scorc 5.

[2] Hypermetabolic splenic masses are also consistent with
lymphomatous involvement.

[3] Diffuse increased marrow activity which could be
secondary to anemia. Recommend clinical correlation.

Ipelvisiis consistentwith lymphioma (Deauville 5).

1] Hypermetabolic adenopathy in the neck. chest, abdomen,
‘and pelvis, as detailed above, consistent with lymphoma.

Deauville score 5.

[2] Diffuse increased marrow activity, likely secondary to
anemia

consistentvithicontinued therapyi Faint radiotracer activity

remainingin the mediastinal lymph nodes is less than or equal
to that seen in the mediastinal blood pool. This would be
consistent with al
[2) Interval decrease in size and metabolic activity of the
previously seen right middle lobe nodule, consistent with
resolving inflammation or infection. Resolving, treated

could also have thi

[3] No new foci of increased radiotraceractivity are identified
to suggest new metastatic disease.

[1] FDG PET/CT demonstrates further interval decrease in size.
and metabolic activity of the previously seen cervical and
mediastinal lymphadenopathy, consistent with response to.
interval therapy. Deauville score 2.

2] Interval resolution of previously seen hypermetabolic right
middle lobe pulmonary nodule.

3] No evidence of new sites of FDG avid malignancy.

[4] Mild diffuse marrow activity throughout the axial skeleton
consistent with recent chemotherapy.

1] Further decrease in size and metabolic activity of the
‘cervical and mediastinal lymph nodes, consistent with response

o treatment.
[2] Decreased size of the riﬁl middle lobe pulmonary nodule.
Bl

[1] Further decrease in size and metabolic activity of the
‘previously seen cervical and mediastinal lymph nodes. No new |
‘hypermetabolic Iymph nodes are identified. Deauville score 2.
2] Interval decrease in metabolic activity and size of the right
middle lobe pulmonary nodule.

[3] Mild diffuse marrow activity throughout the axial skeleton,
consistent with marrow hyperplasia from recent chemotherapy.

Figure E10: Examples of PEGASUS-generated impressions for the external whole-body PET/CT reports. The
first column shows the reference clinical impressions. Subsequent columns present impressions generated in the
styles of Physician 1, 2, and 3 from our internal dataset.
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