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This article reviews the current small-area variation analysis (SAVA) approach to
population-based rates of surgery, and describes a new method for ascertaining
variance based on the beta-binomial probability distribution of small-area rates.
The critical review of the current SAVA approach focuses (1) on how incidence
rates are cakulated, and (2) on how the significance of the observed magnitude
between the largest and smallest rates (i.e., the extremal quotient) is ascertained.
While reducing the problems ofcalculating rates by considering only certain opera-
tive procedures, the new method addresses the current inadequacies of ascertaining
significant differences among small areas. Not only does it correctly assess likeli-
hood of an extremal quotient, it also can determine the particular area's rate,
producing an unlikely extremal quotient. The method evaluates the probability that
the observed magnitude of the extremal quotient is due sokly to chance and study
design effects, and tables of these probabilities are available for the method's
application. A mathematical model, based on a combination of the binomial and
beta distributions, uses (1) the sample size, (2) the average of the areas' rates, (3)
the variance among the rates, and (4) a specific quotient level to determine the
probability of observing the quotient by chance. After computerizing this cakula-
tion, probability tablesfor reasonable values ofthesefour parameters are generated.
In addition to looking at just one quotient for each sample, the probability tables
facilitate the easy examination of intermediate quotients when the extremal quotient
is unlikely due to chance. By alternatively ignoring the highest and lowest rates,
two new quotients can be produced and tested. Given that one ofthese two quotients

Address correspondence and requests for reprints to Vahe A. Kazandjian, M.P.H.,
Director of Research, The Maryland Hospital Association, 1301 York Road, Suite
800, Lutherville, MD 21093-6087. He is a doctoral candidate, Medical Care Manage-
ment and Policy Department, School of Public Health, University of Michigan, Ann
Arbor. Paul W. Durance, Ph.D. is Adjunct Assistant Professor, Department of Health
Services Management and Policy, University of Michigan, Ann Arbor. M. Anthony
Schork, Ph.D. is Professor, Department of Biostatistics, The University of Michigan,
Ann Arbor.



666 HSR: Health Services Research 24:5 (December 1989)

is likely due to chance, the excluded rate (i.e., producing the unlikely extremal
quotient) can be classified as an outlier, and the associated small area should be the
focus ofmore detailed investigation. The probability tables reveal that the extremal
quotient is not the appropriate statistic to be applied in studies where many small
areas are to be included. The probability of seeing even a 'large' extremal quotient
simply by chance rapidly approaches one as the sampk size increases. However, an
extremal quotient modekd from a beta-binomial distribution can be useful for
studies with small sampk sizes (e.g., six counties). The use of this beta-binomial
model for small-area rates provides a new method of designing and evaluating
small-area studies where costs or domain limit the number ofareas under consider-
ation. The availability and correct evaluation of small-area studies are critical to
policy decision making and practice pattern investigation within government and
the health care industry. By making possibk SAVA ofsmall sampk size, this new
method promotes a fuller understanding of health care delivery.

Variations in hospital utilization rates between geographic areas have
been consistently reported in the literature. These variations have been
documented internationally (CaGeorge and Roos 1984; Kazandjian et
al. 1989; Lewis 1969; Roos and Roos 1983; Roos et al. 1978; Roos
1984; Roos and Roos 1977, 1982; Roos and Gilbert 1975; Roos et al.
1977; Stockwell 1977); nationally (Caper 1986; Lembcke 1952; Wenn-
berg 1984; Wennberg et al. 1977; Wennberg and Gittelsohn 1982;
Wennberg, Bunker, and Barnes 1980; Wilson and Tedeschi 1984;
Wilson et al. 1985; Griffith et al. 1985; Chassin et al. 1986; Gornick
1977; Knickman and Foltz 1984; McCarthy and Finkel 1980; Kuder
1985; Brook et al. 1984; Connell et al. 1984); and between the United
States and other countries (McPherson et al. 1981, 1982). Virtually
every investigator who has published analyses of areal variations in
population-based hospital admission and utilization rates for selected
surgical procedures has reported "substantial" differences in these use
rates among communities.

These findings were interpreted as evidence of a reducible compo-
nent in the cost of health care, at least insofar as the communities with
high utilization rates are concerned. That is, it has been argued that if
some communities are able to restrict their rates of hospitalization
without adversely affecting the health of their population, then other
communities should be able to do the same, assuming hazards to health
are comparable across populations (Wennberg 1984, 1985).

The majority of small-area studies have primarily focused on
determining and explaining the variation in surgical rates. The reason
is twofold: (1) on the average, the per capita cost of surgery is higher
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than that of nonsurgical treatments and (2) the occurrence of a surgical
procedure is relatively easier to discern than a medical treatment. If a
substantial proportion of these surgeries is "unnecessary" or could be
done on an outpatient basis, cost savings could be achieved presumably
without affecting the quality of care. Individual hospitals, as well as
statewide agencies (e.g., Peer Review Organizations), are manifesting
increasing interest in assessing and understanding the areal variations
in the use of surgery (McCracken and Bognanni 1986).

Major planning and utilization control decisions have already
been made in a number of states based on the findings of small-area
analysis by McCracken and Bognanni (1986). Thus, studies of small-
area variation in hospital use rates have policy implications for individ-
ual hospitals as well as hospital service areas regulated by some
external review agency. There are indications, however, that the find-
ings of these studies may not always have been appropriately tested for
statistical significance-presenting the danger of making policy deci-
sions based on potentially inappropriate research findings.

PURPOSE

This article critically examines the most commonly used method of
statistical significance testing used in small-area studies; presents a
statistical method of significance testing that affects not only the inter-
pretation of the findings, but the evaluation of the study design; and
discusses the policy implications of the proposed method.

THE METHODOLOGY OF SMALL-AREA
VARIATION ANALYSIS (SAVA)

Primarily descriptive, the current SAVA technique generally focuses on
an area's population-based surgical hospital utilization rate. The
numerator of the rate is the number of residents of that area who
received care from one or more hospitals in or out of their area of
residence during a certain period of time, and the denominator of the
rate is the population of the geographic area under study. The use rates
for a number of geopolitical areas (e.g., counties) or service areas (e.g.,
hospital service areas) are calculated and compared. Differences in the
magnitude of those rates are contrasted within the study sample and,
often, to an external standard (e.g., a regional average).

The outcome of this exercise is to identify the rates that are higher
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than the average, or to assess the magnitude of the difference between
the highest and the lowest rates in the study sample. For example,
consider a SAVA to ascertain and describe the differences in tonsillec-
tomy rates across ten counties of state X. The tonsillectomy rate of
each county is calculated first. The numerator of this rate is the num-
ber of tonsillectomies performed for the population of a county regard-
less of the hospital location (i.e., in or out of the county of residence).
The denominator of the rate is the size of the population in that county.
For some procedures the denominator could be assessed more precisely
than for others. In the case of tonsillectomy, for example, a reasonable
denominator is the number of persons in that county who are in the
cohort ages 1 to 18 years and who still have tonsils. Similar adjustments
by sex are made for some procedures (e.g., the prostatectomy rate has
only the number of males in the 45 + years age group as the denomina-
tor). Such age and sex adjustments are necessary for reliable compari-
sons of population-based rates across and between different small
geographic areas.

The comparison of these rates is usually completed in one of two
ways-either to an average or to the magnitude of the difference in
extreme rates. First, the rates could be compared to the regional aver-
age, such as the state average rate of tonsillectomy. The distribution of
the ten county rates around the state average provides a quick visual
description of the magnitude of the dispersion and allows the identifica-
tion of "high"-rate counties -those above the state average.

The second commonly used method of comparing the small-area
rates is to describe the magnitude of the difference in these rates
between the highest and the lowest. For example, a fivefold variation
in tonsillectomy rates will be reported if the lowest rate was 1 per 1,000
population in county A and the highest was 5 per 1,000 population in
county B. This method seems to capture the attention of the reader,
policymaker, and researcher more readily than when a distribution
around an average is reported.

The reasons for the observed variations are frequently explored
from administrative and policy perspectives (e.g., how the availability
of resources influences the rate of their use), although an increasing
number of researchers are proposing a more dinical and epidemiologi-
cal interpretation for the variations in health services utilization rates
(e.g., differences in the severity of illness or differences in physicians'
diagnostic and therapeutic management preferences).

Finally, based on the actual or sometimes speculative reasons for
these variations, policy decisions have been effected to ameliorate the
process and, maybe, the outcome of the health care system (e.g., to
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bring the "high"-use areas' rates to a predetermined standard, to iden-
tify physicians who may be using some hospital services "unnecessar-
ily," to review and monitor the adoption and use of resources and
technology through state regulatory and statutory changes, or to
enhance and maintain the quality of care within a well-managed
budget).

Given the increasing popularity of the SAVA method and the
substantial implications its results may have for cost containment, stra-
tegic planning, resource allocation, and quality of care, identifying and
assessing potential limitations of the current SAVA methodology seem
appropriate.

LIMITATIONS OF THE SAVA
METHODOLOGY

There are a number of methodological problems that generally have
not received adequate attention in studies of variation in utilization
rates using small-area analysis. These problems can be summarized as
(1) the data problem and (2) the methodological problem.

THE DATA PROBLEM

The data problem stems from the source of data used to compute the
hospitalization rate, especially of nonsurgical cases in a given popula-
tion. Since small-area analyses often use large retrospective discharge
abstract data bases, both the numerator and the denominator used to
calculate the incidence rate could be misleading. For example, if a
patient has been admitted to a hospital more than once for the same
complaint, and if the hospital episodes constitute the numerator of the
rate, the frequency of that treatment within the area population will be
overestimated. One way to control the overestimation problem is to
study only procedures that are usually performed once on a patient
(e.g., hysterectomy).

The denominator may present another problem. The incidence
rate, as used in epidemiology, is calculated by dividing the frequency of
an event (e.g., a disease) by the estimated population at risk. In small-
area analysis the rate is expressed as the frequency of an event (e.g., a
specific surgical procedure) to the size of the population in that area.
Population data are usually obtained from national or regional cen-
suses that are often not for the same year for which the incidence is
measured. Census data usually lag behind, from two to ten years-
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hence the need for using demographic projections. More importantly,
population enumerations include all people in that area, not just those
at risk for a specific surgery. This problem can be reduced by limiting
the population to age/sex-specific groups appropriate to the specific site
under study.

In addressing the data problem, difficulties associated with the
numerator will tend to be minimized when the latter consists only of
cases for whom that procedure is performed once. For the remainder of
this work, it is assumed that only this type of procedure would be
understudied.

THE METHODOLOGICAL PROBLEM

The methodological problem arises in the use of the ratio of two
extreme rates to calculate the magnitude of the variation. Small-area
studies have reported that the per capita utilization for certain surgical
procedures shows a wide variation across geographic areas. Usually,
this dispersion is presented in the form of a ratio obtained by dividing
the highest rate by the lowest rate. Frequently, a manifold variation in
the rate of surgery is demonstrated by using only two ofmany observa-
tions within a sample.

These ratios of extremes, called extremal quotients, have statisti-
cal properties that need to be considered prior to their use as indicators
of variation in surgical rates:

1. Extremal quotients are highly skewed and unstable
statistics.

2. The size of extremal quotients is a function of the number of
observation units (areas) from which they are calculated.

Consequently, it is important to determine if the magnitude of the
extremal quotient is unlikely to have been a chance occurrence (i.e.,
the observed magnitude of dispersion between the highest and lowest
rate is considered significant). At least two statisticians have raised this
issue (Diehr 1984; Willemain 1982).

THE PROPOSED METHOD OF USING
EXTREMAL QUOTIENTS

Willemain (1982) suggested that if extremal quotients are to be used to
describe the magnitude of the difference in the rate of surgery between
the high and low utilization areas, the effects of chance on the size of
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the variation should be known to the researchers. He specifically points
out that "ratios of extremes will accentuate the chance effects and
thereby create an exaggerated impression of the underlying diversity"
(p. 92). The many factors that affect the magnitude of the difference
are classified herein into three categories:

1. Real effects. Interpatient and intersurgeon differences in the
perception of the need for care by type and amount

2. Chance effects. Differences in rates expected through random
variation alone

3. Sample delineation effects. The number and size of population
for the small areas in the sample.

The proposed method seeks to model chance and delineation
effects in such a way as to allow the assessment of the probability of real
effects (i.e., real differences in area utilization) being present in a given
sample; if the probability of realizing a particular quotient level due to
chance and delineation effects alone is low (e.g., < .05), then real
effects can be assumed to be present. Significance in this method is
expressed, therefore, as the probability of chance and delineation
effects resulting in a particular quotient.

While effects are those things that actually produce a particular
realization, parameters are used to model the effects. In the proposed
method, chance and delineation effects are modeled by four parame-
ters: (1) the rate of utilization, (2) the variability in utilization rates
within a sample of several areas, (3) the number of areas in the sample,
and (4) the particular extremal quotient of interest (e.g., realized quo-
tient). Although it would be entirely appropriate to rely on normative
or historical variability, currently only the sample variability is avail-
able. This is analogous to the use of the t-statistic for a normal distribu-
tion when the variance is derived from a sample. The use of the sample
variance might increase the coefficient of variation, making it more
difficult to detect a situation containing a real effect. When a real effect
is present, the sample variability generally overstates the "true" (i.e.,
chance-effect) variability. Therefore, any real effect that is detected
would likely also have been detected using the "true" variability.

For the remainder of this work, the average rate of utilization
provides the point estimator for the random variable P, the per capita
probability of having surgery during a year. A binomial probability
model when using this point estimator assumes that every individual
has the same probability of surgery, that is, no variability in P among
individuals. To account for individual differences, Willemain (1982)
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suggests augmenting the binomial model with a beta distribution for
the probability of any individual undergoing the surgical procedure
(i.e., the random variable P). Since the shape of the beta distribution is
quite flexible, it has adequately represented all distributions of P seen
thus far. With a beta-binomial model, differences in the likelihood of
surgery among an area's individuals can be more realistically consid-
ered when modeling area rates.

The mathematical derivations from the model are shown in the
appendix, while assumptions for the model's application are listed
here:

1. N. for all areas is large, thereby markedly reducing the
significance of the binomial variation in the rate; that is,
(p(l - p)lNi) becomes quite small.

2. A patient can only have the procedure once during the year
or the original binomial model does not hold and depen-
dency would result in naturally larger extremal quotients.

3. All rates must be less than one since rates are ultimately
used as probabilities in the beta distribution (e.g., the rate
50/1,000 is the probability of .05).

Assumption 1 suggests that a small-area population of at least 1,000
would produce a binomial variance in the rate of surgery one million
times smaller, that is, (1/N5)2, than the variance in the number of
procedures in an area, that is, Ni p(1 - p). This reduction in binomial
variance to the sixth order of magnitude essentially leaves only beta
variance in the surgical rate. Assumption 3 is usually met in light of
assumption 2.

The beta-binomial model has been automated to calculate chance-
effect probability from a closed-form equation (as opposed to a simula-
tion). The program accepts estimates of P from .0005 to .05; variance
in Pe expressed as coefficients of variation (CV), of .150 to .900; num-
ber of areas (A) ranging from 2 to 40; and the quotient (Q) itself, which
can range from 1.5 to 30.

RESULTS

Outcomes from this program for Pof .005 and .05, along with selected
values of the other three parameters, are found in Tables 1 and 2,
respectively. A more extensive tabulation of the probabilities for a wide
variety ofcommon values of all four parameters has been generated by
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the authors and is available from Schork (see Kazandjian, Durance,
and Schork 1987). As one would expect, the probability of exceeding a
given quotient level increases as the variability in the area rates (i.e.,
coefficient of variation) increases. Also, as the number of areas in the
cohort increases, so does the probability of exceeding a given quotient
level. On the other hand, the increase (one hundredfold, from 5 to 500
per 10,000) in the estimator of P makes very little difference in the
probability of chance effects (see the difference between Tables 1 and
2). As a result, it is the variability and the number of areas that
essentially determine the probability.

These results are not linear across the entire selected ranges, but
they are monotonic. The effects on the probability due to changes in
variability (CV) or number of small areas is greatest when the chance-
effect probability is close to .5. Since significance is detected only at
low probabilities (e.g., .01 to .05) where there is relatively little effect
from CV and the number of areas, the presence of regions affected by
these parameters (CV and number of areas) does not have an opera-
tional effect on most applications of the tables. In other words, linear
interpolation is reasonable for determining the probability associated
with parameter values not explicitly found in the tables when the
chance-effect probability is close to .05. For example, if P is .005, CV
is .25, and the number of areas is 11, using Table 1 to test the signifi-
cance of a quotient of 3.0 produces a probability of approximately .082
[(.070 + .094)/2].

Use of the beta-binomial probability model to predict the proba-
bility due to the chance and sample-delineation effects is quite interest-
ing. First, the greater the variability among the use rates in a sample is,
the larger the ratio of extremes must be to become significant. Basi-
cally, this means that if the values in a number of observations (e.g.,
use rate sample) are comparable, a smaller quotient among them has a
higher likelihood of being due to a real effect than the same quotient
applied to observations that are quite dissimilar (e.g., larger variation
between the rates of the sample).

Second, the probability becomes larger for a value of the ratio of
the extremes as the number of small areas increases (i.e., sample-
delineation effect). This means that by increasing the number of small
areas, the likelihood of including an area with a very different utiliza-
tion rate (high or low) is also increased. The result may be a large
extremal quotient that could be due to chance alone if the number of
small areas is also large.
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TAKING THE USE OF BETA-BINOMIAL
METHOD ONE STEP FURTHER

Willemain (1982) concludes that a "large" value of the ratio of extremes
may not necessarily indicate significantly different values for the "high"
and "low" rates of surgery. However, given the nature of the three
effects on which the probability model was built- underlying diversity,
chance effects, and the number of small areas- the beta-binomial
model can be used as a study design.tool in addition to an evaluative
tool. The implications of such flexibility are numerous.

First, when the probabilities associated with the different combi-
nations of the four parameters are calculated and produced in probabil-
ity tables, researchers can use these tables to assist in formulating the
study design. For example, if a researcher has calculated the
population-based rates of surgery for 20 small areas, and found a mean
rate of 6.2 operations per 1,000 population and a coefficient of varia-
tion of .220, the magnitude of the extremal quotient needed to achieve
selected statistical significance can be ascertained. A table presenting
these probabilities requires values for the mean rate of surgery, the CV
associated with these rates, and the number of small areas in the
sample.

Second, and perhaps even more challenging, is the effort to design
a SAVA study by minimizing the potential for artifactual findings. If
the purpose of a study is exclusively exploratory and descriptive (e.g.,
to document the population-based rates of surgery in each geographic
small area), there may be no need for any analytic methods. As men-
tioned at the outset, some administrative and policy decisions may
have been taken based on statistically nonsignificant areal differences
in rates. Therefore, if the purpose of a study is to explain the reasons
why variation exists, it is of paramount importance to first assess cor-
rectly the significance of the value of the extremal differences in rates.
That is, it is inappropriate to explain the differences in the rates of
surgery when those rates are in fact not significantly different.

Third, a SAVA study need not be limited to just one ratio of
extremes in deciding on the magnitude of the variation, but a SAVA
study may also be helpful in assessing the difference in rates found
between extreme values of any set or subset of rates. Although the
entire set of rates is used to calculate the CV, the general approach
yields the probability associated with only the two extreme values, not
the distribution probability of all rates. In addition to assessing the
probability for the two extreme values of the rates, the characteristics of
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the distribution of all rates (i.e., including those intermediate rates) in
the study sample may be analyzed for outliers by means of a proposed
"Pair-Wise Iterative Analysis" (PWIA). The original set of rates can be
investigated to assess that subset that possesses the maximum number
of areas having a quotient most likely due to chance effects alone (i.e.,
no real effects).

Consider a sample of ten areas, where the age- and sex-adjusted
rates/1,000 population for surgery X are:

(1) 2.91 (6) 5.00
(2) 4.74 (7) 5.02
(3) 4.85 (8) 5.20
(4) 4.89 (9) 5.26
(5) 4.98 (10) 7.15.

The average rate (i.e., probability of surgery) is 5/1,000 with a sample
coefficient of variation of .20. The PWIA steps are:

Step 1. Calculate the mean rate (as a probability of surgery X)
and the CV for the rates in this sample.

Step 2. Calculate the first quotient level as 7.15/2.91 = 2.5-
fold difference.

Step 3. Assess the probability that this quotient level is signifi-
cant from the beta-binomial probability tables (i.e., not
due to chance) based on delineation characteristics. If
it is significant, continue with step 4. If not, stop (i.e.,
no real effects in this set (or subset) are suspected).

Step 4a. Take the "next to the highest" rate together with the
lowest rate, reduce the number of areas by one, and
repeat steps 2 and 3 (e.g., 5.26/2.91 = 1.8-fold differ-
ence; find the probability of occurrence of a 1.8, given
the other characteristics of the sample);

And
Step 4b. Take the "next to the lowest" rate along with the

highest rate, reduce the number of areas by one, and
repeat steps 2 and 3 (e.g., 7.15/4.74 = 1.5-fold differ-
ence). Then if either or both of steps 4a and 4b show
significance, continue with step 4c.

Step 4c. Take the "next to the highest" and the "next to the
lowest" rates, reduce the number of areas by two, and
repeat steps 2 and 3 (e.g., 5.26/4.74 = 1.1-fold
difference).
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The advantage of the PWIA over the exdusive use of the two
extreme values in a set of observations (rates) lies in consideration of
the distributional characteristics of the rates. In addition to the highest
and lowest observations, the intermediate rates are contrasted, and the
magnitude of these additional differences is compared for real effect. If
by dropping a particular rate(s) [i.e., area(s)] the probability of real
effects is reduced to an insignificant level, the area(s) for further
focused investigation has (have) been identified. In other words, if the
full set of areas possesses a quotient attributable to chance alone, no
areas are designated as worthy of inferential investigation. However,
when a subset of areas possesses a quotient due to chance, an area or
areas worthy of further investigation are identified by exclusion from
this subset.

DISCUSSION

This article presents (1) one of the frequently used statistical measures,
and use of extremal quotients in small-area variation analysis (SAVA),
(2) a discussion of some of the limitations of the statistic, and (3) based
on a previous work by Willemain, an extension of the extremal-
quotient method- the Pair-Wise Iterative (Steps) Analysis (PWIA).
The purpose of this extended method is to make the use of extremal-
quotient statistics more acceptable in SAVA.

Among the applications of SAVA results is their use in policy
decisions for an individual hospital, a multihospital system, a state
regulatory agency, or a federal agency. Adequate interpretation of the
results is critical. In an environment of regulation, competition, and
other market mechanisms, partial and inadequate interpretation and
use of SAVA results may have serious effects on care-providing institu-
tions and providers. For administrators and other decision makers, the
appeal of using extremal quotients in SAVA lies in their potential for
documenting and distinguishing significant differences in utilization
rates.

The beta-binomial chance-effect probability methodology and
sample output tables presented provide investigators with an enhanced
method of assessing the significance of the observed extremal-quotient
magnitude. Also, the evaluators and researchers studying geographic
differences in use rates will find this statistical approach to be valuable
during the designing phase of their studies. The tables illustrate partic-
ularly the utility of assessing the effects of alternative sample sizes.

Finally, the PWIA method presents an interesting possibility for
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more extensive and appropriate use of the extremal quotient in SAVA.
PWIA is advantageous in analyzing more than just two observations
out of a distribution (a statistically more acceptable approach). Fur-
ther, by identifying what might be called the "significantly high rate
areas," attention and effort are focused not only on the area with the
highest rate, but also on a number of areas. The potential inclusion of
several high-rate areas as candidates for further inquiry has important
ramifications for policy decisions.

APPENDIX

Binomial Distribution:

For the rate expressed as a positive fraction (incidence/population in
area i)

Ni
p(R,) = *pk * (1 - P/i -k

for k = 0,1,2,..., Ni,
O < P < 1, and
Ni is a positive integer

Note: p(Ri = klN,) = p(x = k)
E(Ri) = P
Var(Ri) = P * (1 - P)lNi

Beta Distribution

f(p) (S + F + 1)!/(S! * F.) *p (I p)F
for 0< p < 1

5 > -I
F> -1

E(P) = (S + 1)/(S + F + 2)
Var(P) = [(S + 1) * (F + 1)]/[(S + F + 2)2* (S + F + 3)]
While in the general form of the distribution S and F may take on

some negative values, in this work positive values in both are necessary
to produce desirable unimodal distributions of reasonable mean and
variability. As can be seen from the distribution, when S and F are
zero, for example, a uniform distribution results. S and F fully deter-
mine the shape of the distribution of both beta and beta-binomial when
N is large. It is assumed that the variance observed in area rates is
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based on the underlying variability in the probability of P (i.e., the
probability of one person undergoing the procedure). The mean of the
study sample's rates is taken as the estimate of P, and the sample
variance is taken as the estimate of the Var(P). These estimates allow
the calculation of the beta distribution parameters S and F. The fit of
this model to empirical data from 12 published studies has been shown
to be excellent (Willemain 1982).

Once S and F (i.e., the distribution of P) have been set, the model
requires two additional parameters to determine the probability of a
quotient level: (1) the value of a desired or observed quotient (Q) itself,
and (2) the number of areas (A) in the cohort.

A PL/1 program that inputs the mean rate and the variability of a
cohort, the quotient level, and the number of areas in the cohort was
written to numerically integrate the joint distribution formed by the
ratio of two beta-binomials. Conceptually, a particular quotient would
be realized only when the rate of one area (Ri) (i.e., the largest) is at
least Q times larger than the smallest (RJ) (i.e., Q = RiI/R). The
program accumulates the probability of one area having at most a rate
of Rj while another simultaneously has a rate from at least Ri up to 1/Q.
Assessment of this total requires the double integration of the distribu-
tion from 0 to 1/Q and from Ri to 1. Under no circumstances can a rate
exceed 1. As a practical matter, most rates are closer to .01.
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