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Editorial Notes:  
Reviewer Comments & Decisions:  

Decision Letter, initial version: 
Dear Dr Lombardi, 
 
Your manuscript "Statistical modeling of adaptive neural networks explains coexistence of avalanches 
and oscillations in resting human brain" has now been seen by 3 referees, whose comments are 
appended below. You will see that while they find your work of interest, they have raised points that 
need to be addressed before we can make a decision on publication. 
 
The referees’ reports seem to be quite clear. Naturally, we will need you to address all of the points 
raised. 
 
While we ask you to address all of the points raised, the following points need to be substantially 
worked on: 
- As Reviewer #1 mentioned, the presented model is a new variation of the Ising model and therefore it 
is important to contrast previous models to the current one. 
- Please discuss in the manuscript how the thresholds are chosen and what are the effects of choosing 
different thresholds. 
- In the manuscript, many fits were carried out and the procedures for these fits should be discussed as 
mentioned by Reviewer #1. 
- The adaptive Ising model’s physical properties should be discussed. 
- As mentioned by Reviewer #3, please discuss whether the inference procedure limits the inference to a 
restricted portion of the phase diagram and if it is possible to imagine a more general inference 
procedure? 
- Please discuss how the size of the subsystems N/K is chosen to perform the "side-by-side” comparison 
with the data. 
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Please use the following link to submit your revised manuscript and a point-by-point response to the 
referees’ comments (which should be in a separate document to any cover letter): 
 
[REDACTED] 
 
** This url links to your confidential homepage and associated information about manuscripts you may 
have submitted or be reviewing for us. If you wish to forward this e-mail to co-authors, please delete 
this link to your homepage first. ** 
 
To aid in the review process, we would appreciate it if you could also provide a copy of your manuscript 
files that indicates your revisions by making of use of Track Changes or similar mark-up tools. Please also 
ensure that all correspondence is marked with your Nature Computational Science reference number in 
the subject line. 
 
In addition, please make sure to upload a Word Document or LaTeX version of your text, to assist us in 
the editorial stage. 
 
To improve transparency in authorship, we request that all authors identified as ‘corresponding author’ 
on published papers create and link their Open Researcher and Contributor Identifier (ORCID) with their 
account on the Manuscript Tracking System (MTS), prior to acceptance. ORCID helps the scientific 
community achieve unambiguous attribution of all scholarly contributions. You can create and link your 
ORCID from the home page of the MTS by clicking on ‘Modify my Springer Nature account’. For more 
information please visit please visit <a 
href="http://www.springernature.com/orcid">www.springernature.com/orcid</a>. 
 
We hope to receive your revised paper within three weeks. If you cannot send it within this time, please 
let us know. 
 
We look forward to hearing from you soon. 
 
Best regards, 
 
Ananya Rastogi, PhD 
Associate Editor 
Nature Computational Science 
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Reviewers comments: 
 
Reviewer #1 (Remarks to the Author): 
 
The manuscript under review presents an application of the adaptive Ising model to neuroscience with 
analysis of MEG data. Both the model has been published before and the MEG data was also previously 
published in 2013. In my understanding, the original content of the paper consists of the matching of 
model parameters to the MEG data. 
 
The work is both interesting and relevant, and certainly is worth publishing after some revisions, but I'm 
uncertain whether the content suffices for a publication in Nature Computational Science. My 
uncertainty is partially due to the fact that this journal is relatively new and it remains to be seen what 
level of novelty and impact is sought. I would certainly have concerns if the manuscript was submitted 
to Nature Physics or Nature Neuroscience. 
 
 
Here are some major points that the authors should address: 
1) The presented model is a new variation of the Ising model which has been applied to Neuroscience in 
many publications before. Because there have been many spin-like neuronal models, the bar for 
promoting or establishing a new variation of these models is high. It is important to contrast previous 
models to the current one: what have these models accounted for and what have they missed? How 
does the presented model perform better compared to previous ones? Some of this already becomes 
clear from the manuscript but I would recommended making a structured and comprehensive 
comparison. One important missing reference in this context is by C. Lynn et al. "Broken detailed 
balance and entropy production in the human brain", PNAS 2021 Vol. 118 No. 47 e2109889118, 
https://doi.org/10.1073/pnas.2109889118. How does entropy production enter the presented model? 
2) Another missing reference is J. Pausch et al. "Time-dependent branching processes: a model of 
oscillating neuronal avalanches", Sci. Rep. (2020) 10:13678, https://doi.org/10.1038/s41598-020-69705-
5. A brief contrasting comment to that paper would be helpful. 
3) One major concern is the role of the threshold e for avalanches. The paper focuses on one choice of 
threshold of 2.9SD. In the supplement Fig. S11 another threshold of 3.3SD is used and it's observed to 
produce a better fit in an example setting of K=200 subunits. How the thresholds are chosen (i.e. what is 
the procedure) and what are the effects of choosing different thresholds should be explained in detail. 
Different thresholds can have a huge impact on power laws (see for example Font-Clos et al: "The perils 
of thresholding" 2015 New J. Phys. 17 043066, doi:10.1088/1367-2630/17/4/043066). For example it 
would be useful to see how in the inset of Fig 3D the exponent beta_I changes with the threshold e. 
Another example would be Fig 4B where it would also be useful to see the influence of different 
thresholds. 
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4) In the manuscript, many fits were carried out, including the values for beta, c, and various exponents 
of power laws. It is not clear what procedures were used for these fits. I would expect to find this 
information in the supplement. Power law fitting is notoriously difficult, see for example Goldstein et al, 
"Problems with fitting to the power-law distribution", Eur. Phys. J. B 41, 255 (2004), 
https://doi.org/10.1140/epjb/e2004-00316-5. The only one I found was with regards to Fig 2F for which 
a least squares fit was mentioned. What function was fitted is unclear. From the picture one might guess 
that the fit function was an affine linear function. However, it is unclear what the null hypothesis is that 
lead to the reported low p-value, is it the constant function? Furthermore, the reported low R^2 value 
indicates that whatever model function was used, it is a poor explanation of the observed variance in 
the observations. Hence it is questionable whether any conclusion about the presence or absence of a 
correlation between alpha and beta can be made. 
5) In the manuscript, claims are made about how close the observed system is to the critical point. The 
adaptive Ising model is new to me and I think it would be useful to make a few statements about its 
physical properties first (this might be a repetition from a previous paper, but it is useful to remind 
readers of some basic facts): Is the critical point beta=1 and c=0 or is there a line of critical points along 
beta=1? If not, then there is a first-order phase transition along beta=1 for values of c\neq0. Closeness 
to a critical point is determined relative to characteristic length (and time) scales. How are these scales 
defined here, how does the feedback mechanism influence them? A statement that a specific parameter 
was found to be 0.99 needs to be put into context of these characteristic scales. To illustrate my point: I 
could redefine beta as beta'=beta^100. Then, the critical point is (still) at beta'=1 but the data would be 
matched to beta'=0.366 which seems to be further away from the critical point at beta'=1. 
 
Minor points: 
1) I was unable to find any typos in the manuscript, but I found one wording issue in line 233: the word 
'imaginary' might be confused here as meaning purely imaginary, i.e. that the eigenvalues don't have a 
real part. However, I believe that the eigenvalues have a negative real part and non-zero imaginary part 
-- but I might be wrong. In any case, a clearer statement might be better. 
 
 
Reviewer #2 (Remarks to the Author): 
 
Referee Report: 
"Statistical modeling of adaptive neural networks explains coexistence of avalanches and oscillations in 
resting human brain" by Lombardi et al. 
 
 
The authors propose a feedback driven Ising class of neuronal network models that captures both 
neuronal oscillations and avalanches. The model makes direct contact with human brain resting-state 
activity. The model also captures the dynamics over a broad range of scales, from single sensor 
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oscillation to large scale avalanches. In particular I liked the fitting of the model parameters to the MEG 
data. 
 
The paper is very well written and organized, the results are very original, and I have no doubt that the 
paper would interest readers of Nature Computational Sciences. I only have some doubts and need 
clarification that perhaps could improve the paper. 
 
These are not so serious concerns, but only suggestions to the authors. To prevent delays, I need not see 
the new version of the manuscript before publication: 
 
In the definition of the Adaptive Ising Model, it seems that all neurons are excitatory with J = 1. I think 
that this fact should be a bit more emphasized because other models for oscillations use inhibitory 
neurons. 
The authors say in line 170 that, irrespective of the exact setting (dh_i/dt = - c m global versus local or 
even dh_i/dt = - c s_i ), the mean-field results are the same. OK, this is the meaning of a mean-field 
approximation. But do they have any hint about the results for the non-mean-field cases, in special the 
binary oscillators model with dh_i/dt = - c s_i? Eqs. (1) would change in this case? 
The use of binary variables s_i = {-1,1} should be discussed a bit more because for spiking neurons 
usually we use _i = {0,1}. It seems to me that the in this last case the equation for h would be dh/dt = -c 
(2 <sigma_i> -1) = -cm. But now, the fixed-point m* = 0, h* = 0 corresponds to <sigma_i> = ½, which is a 
very high neuronal activity (half of the maximum frequency). But this is a simple change of variables 
from s_i to sigma_i. Could the authors make some observations about the consequences of this change? 
The binary McCulloch-Pitts-Little-Hopfield neurons s_i and the activity variable sigma_i are really 
equivalent when we introduce the feedback mechanism? 
The authors say in line 369 that “the true MEG signals are best reproduced when the adaptive Ising 
model is tuned close to, but slightly below its critical point”. There are several models in the literature 
that produce adaptive parameters slightly subcritical, perhaps the authors could give some reference 
here. As only an example, that need not be cited, a recent paper from Menesse et al. Chaos, Solitons & 
Fractals, 156: 111877 (March 2022), found that a network of stochastic integrate-and-fire neurons with 
a feedback mechanism over h somewhat similar to the present paper produces slightly subcriticality 
with stationary oscillations in the range W∈{0,985;1} close to the critical value Wc=1 and h∈{-5,5*10^(-
4),-4*10^(-4) } close to the critical value hc =0. 
In Fig. 4, I would expect reported values for the P(s) and P(d) distributions, but only the <s> versus d 
exponent is given. Is there any reason for that? Or perhaps these numbers are in another part of the 
manuscript? 
In the Discussion, the authors acknowledge that the crackling noise scaling exponent <s> versus d for 
MEG data and the model is not reproduced quantitatively. As a suggestion, a similar problem has been 
studied in data from animals and models, with the conclusion that the quantitative difference between 
exponents is due to subsampling effects (Subsampled directed-percolation models explain scaling 
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relations experimentally observed in the brain, TTA Carvalho et al. Frontiers in neural circuits 14: 
576727). 
 
Osame Kinouchi 
 
 
Reviewer #3 (Remarks to the Author): 
 
Key Results: 
 
The authors propose a spin model with adaptation, capable to display both scale-free avalanches (a 
hallmark of criticality) and scale-specific oscillations. They present an analytical investigation and a 
phase diagram of the model. 
The theory allows fitting the model parameters on data (MEG from humans during resting state), 
suggesting closeness to criticality in the brain dynamics. 
 
Validity: 
 
The work is very well written, and accessible to a broad range of readers. The results are exposed 
clearly. Theoretical derivations and analysis are well described and straightforward to follow and 
understand. 
The literature is thorough. 
 
 
Originality and significance: 
 
The contribution and novelty of the paper are clearly discussed by the authors: existing theoretical 
models typically do not display both synchronized oscillations and critical regimes. However, existing 
models are complex, do not match microscopic and macroscopic features, and do not quantitatively 
match the data. 
 
Suggestions and Questions: 
 
I only have a few comments. 
 
Major: 
 
-The inference procedure is a clever choice, however, it is very specific (it fits a specific shape/class of 
correlation function) and it requires assumptions (to be in the resonant regime below the critical point, 
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see line 256). Does this limit the inference to a restricted portion of the phase diagram? Is it possible to 
imagine a more general inference procedure, e.g. estimating model parameters, by using a procedure 
similar to Boltzmann learning or pseudo-likelihood maximization? Is there a technical limitation to 
achieving this? If this was possible, the correlation function might be an emerging property, rather than 
an assumed one. 
 
-line 389, how is the size of the subsystems N/K chosen to perform the "side-by-side” comparison with 
the data? Is it maybe irrelevant since you are in scale-free conditions? (i think this point is also 
mentioned in the discussion at line 644, but I don’t understand how the choice of the extra parameters 
is performed). 
 
Minor: 
 
-line 352, the variable “n" is not introduced in the main text (it is only described in the supplementary 
information). 
 
-line 239, even though it is intuitive, thanks to figure 1, maybe it would be beneficial to a general reader 
if the variables a_0 (zero crossing areas) and t (reversal times) were better introduced. 
 

Author Rebuttal to Initial comments   
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Decision Letter, first revision: 
Dear Dr. Lombardi, 
 
Thank you for submitting your revised manuscript "Statistical modeling of adaptive neural networks 
explains coexistence of avalanches and oscillations in resting human brain" (NATCOMPUTSCI-22-0681A). 
It has now been seen by the original referees and their comments are below. The reviewers find that the 
paper has improved in revision, and therefore we'll be happy in principle to publish it in Nature 
Computational Science, pending minor revisions to satisfy the referees' final requests and to comply 
with our editorial and formatting guidelines. 
 
We are now performing detailed checks on your paper and will send you a checklist detailing our 
editorial and formatting requirements in about a week. Please do not upload the final materials and 
make any revisions until you receive this additional information from us. 
 
Thank you again for your interest in Nature Computational Science Please do not hesitate to contact me 
if you have any questions. 
 
Sincerely, 
 
Ananya Rastogi, PhD 
Associate Editor 
Nature Computational Science 
 
ORCID 
IMPORTANT: Non-corresponding authors do not have to link their ORCIDs but are encouraged to do so. 
Please note that it will not be possible to add/modify ORCIDs at proof. Thus, please let your co-authors 
know that if they wish to have their ORCID added to the paper they must follow the procedure 
described in the following link prior to acceptance: 
https://www.springernature.com/gp/researchers/orcid/orcid-for-nature-research 
 
Reviewer #1 (Remarks to the Author): 
 
The authors have addressed all of my major concerns to my satisfaction. I believe that there remain 
many interesting follow-up research questions and I hope that the authors continue in this area in their 
future work. 
 
 
Reviewer #2 (Remarks to the Author): 
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The authors replied to all my concerns and suggestions, and also from the other referees. I am satisfied 
with the changes in the manuscript. 
Osame Kinouchi 
 
 
Reviewer #3 (Remarks to the Author): 
 
All my comments has been addressed, and the paper has been significantly improved. 
 
Reviewer #3 (Remarks on code availability): 
 
The repository provides the code (c++ and in matlab), data, and a README. 
 
The README is well written and detailed, however the instructions on how to install and run are not 
present. I would suggest including the lines of code to compile the c++ source code and to run it. This 
would benefit non-expert users. 
 
E.g. I have not been using c++ since many years. I tried to compile by the line: 
 
>> gcc adaptive_ising.cpp 
 
but I encountered an error, and I could not go further. 
 
Also, the version of the software necessary to run code should be indicated. 
  
 

Author Rebuttal, first revision: 
 
 Dear Dr Rastogi, 
 
Attached please find the final materials for the manuscript “Statistical modeling of adaptive neural 
networks explains coexistence of avalanches and oscillations in rest- ing human brain”. 
 
We made all requested changes. In particular, we shortened the abstract (about 150 words) and the 
main text of the manuscript, which is now about 4000 words. Moreover, as requested by Reviewer #3, 
we updated the compilation instructions for the main code on the GitHub repository. 
 
Concerning the brief summary, we propose the following text: “The study shows that scale specific 
oscillations and scale-free neuronal avalanches in resting brains co- exist in the simplest model of an 
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adaptive neural network close to a non-equilibrium critical point at the onset of self-sustained 
oscillations”. 
 
We would like you to include the twitter handle @ISTAustria in the tweet that will follow the publication 
of our paper. We suggest the following hashtags: #neu- ronalavalanches, #criticality, #neuraloscillations, 
#brainrhythms, #neuralnetworks. 
 
We would like to make the reviewer reports, author rebuttal letters and editorial decision letters public. 
 
Thank you very much for your time and kind consideration. Sincerely, 
Fabrizio Lombardi, Selver Pepi´c, Oren Shriki, Gaˇsper Tkaˇcik, and Daniele De Mar- tino 
 

Final Decision Letter: 
 
Dear Dr Lombardi, 
 
We are pleased to inform you that your Article "Statistical modeling of adaptive neural networks 
explains coexistence of avalanches and oscillations in resting human brain" has now been accepted for 
publication in Nature Computational Science. 
 
Once your manuscript is typeset, you will receive an email with a link to choose the appropriate 
publishing options for your paper and our Author Services team will be in touch regarding any 
additional information that may be required. 
 
Please note that <i>Nature Computational Science</i> is a Transformative Journal (TJ). Authors may 
publish their research with us through the traditional subscription access route or make their paper 
immediately open access through payment of an article-processing charge (APC). Authors will not be 
required to make a final decision about access to their article until it has been accepted. <a 
href="https://www.springernature.com/gp/open-research/transformative-journals"> Find out more 
about Transformative Journals</a> 
 
Authors may need to take specific actions to achieve <a 
href="https://www.springernature.com/gp/open-research/funding/policy-compliance-
faqs"> compliance</a> with funder and institutional open access mandates. If your research 
is supported by a funder that requires immediate open access (e.g. according to <a 
href="https://www.springernature.com/gp/open-research/plan-s-compliance">Plan S principles</a>) 
then you should select the gold OA route, and we will direct you to the compliant route where 
possible. For authors selecting the subscription publication route, the journal’s standard licensing 
terms will need to be accepted, including <a href="https://www.springernature.com/gp/open-
research/policies/journal-policies">self-archiving policies</a>. Those licensing terms will supersede 
any other terms that the author or any third party may assert apply to any version of the manuscript. 
 
You will not receive your proofs until the publishing agreement has been received through our system. 
 
If you have any questions about our publishing options, costs, Open Access requirements, or our legal 
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forms, please contact ASJournals@springernature.com 
 
Acceptance of your manuscript is conditional on all authors' agreement with our publication policies 
(see https://www.nature.com/natcomputsci/for-authors). In particular your manuscript must not be 
published elsewhere and there must be no announcement of the work to any media outlet until the 
publication date (the day on which it is uploaded onto our web site). 
 
Before your manuscript is typeset, we will edit the text to ensure it is intelligible to our wide 
readership and conforms to house style. We look particularly carefully at the titles of all papers to 
ensure that they are relatively brief and understandable. 
 
Once your manuscript is typeset and you have completed the appropriate grant of rights, you will 
receive a link to your electronic proof via email with a request to make any corrections within 48 
hours. If, when you receive your proof, you cannot meet this deadline, please inform us at 
rjsproduction@springernature.com immediately. 
 
If you have queries at any point during the production process then please contact the production 
team at rjsproduction@springernature.com. Once your paper has been scheduled for online 
publication, the Nature press office will be in touch to confirm the details. 
 
Content is published online weekly on Mondays and Thursdays, and the embargo is set at 16:00 
London time (GMT)/11:00 am US Eastern time (EST) on the day of publication. If you need to know 
the exact publication date or when the news embargo will be lifted, please contact our press office 
after you have submitted your proof corrections. Now is the time to inform your Public Relations or 
Press Office about your paper, as they might be interested in promoting its publication. This will allow 
them time to prepare an accurate and satisfactory press release. Include your manuscript tracking 
number NATCOMPUTSCI-22-0681B and the name of the journal, which they will need when they 
contact our office. 
 
About one week before your paper is published online, we shall be distributing a press release to news 
organizations worldwide, which may include details of your work. We are happy for your institution or 
funding agency to prepare its own press release, but it must mention the embargo date and Nature 
Computational Science. Our Press Office will contact you closer to the time of publication, but if you or 
your Press Office have any inquiries in the meantime, please contact press@nature.com. 
 
An online order form for reprints of your paper is available at <a 
href="https://www.nature.com/reprints/author-
reprints.html">https://www.nature.com/reprints/author-reprints.html</a>. All co-authors, authors' 
institutions and authors' funding agencies can order reprints using the form appropriate to their 
geographical region. 
 
We welcome the submission of potential cover material (including a short caption of around 40 words) 
related to your manuscript; suggestions should be sent to Nature Computational Science as electronic 
files (the image should be 300 dpi at 210 x 297 mm in either TIFF or JPEG format). We also welcome 
suggestions for the Hero Image, which appears at the top of our <a 
href="http://www.nature.com/natcomputsci">home page</a>; these should be 72 dpi at 1400 x 400 
pixels in JPEG format. Please note that such pictures should be selected more for their aesthetic 
appeal than for their scientific content, and that colour images work better than black and white or 
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grayscale images. Please do not try to design a cover with the Nature Computational Science logo 
etc., and please do not submit composites of images related to your work. I am sure you will 
understand that we cannot make any promise as to whether any of your suggestions might be 
selected for the cover of the journal. 
 
You can now use a single sign-on for all your accounts, view the status of all your manuscript 
submissions and reviews, access usage statistics for your published articles and download a record of 
your refereeing activity for the Nature journals. 
 
To assist our authors in disseminating their research to the broader community, our SharedIt initiative 
provides you with a unique shareable link that will allow anyone (with or without a subscription) to 
read the published article. Recipients of the link with a subscription will also be able to download and 
print the PDF. 
 
As soon as your article is published, you will receive an automated email with your shareable link. 
 
We look forward to publishing your paper. 
 
Best regards, 
 
Ananya Rastogi, PhD 
Associate Editor 
Nature Computational Science 
 
 
P.S. Click on the following link if you would like to recommend Nature Computational Science to your 
librarian: <a href="https://www.springernature.com/gp/librarians/recommend-to-your-
library">https://www.springernature.com/gp/librarians/recommend-to-your-library</a> 
 
** Visit the Springer Nature Editorial and Publishing website at <a href="http://editorial-
jobs.springernature.com">www.springernature.com/editorial-and-publishing-jobs</a> for more 
information about our career opportunities. If you have any questions please click <a 
href="mailto:editorial.publishing.jobs@springernature.com">here</a>.** 


