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1 Supplementary Tables and Figures

Table S1: Sequence information.

Outbreak No. se-
quences

Date of last
sequence

Limiting public health
intervention

Australia 9 Mar. 11 Mar. 21 nationwide social distancing begins
China 13 Jan. 23 Jan. 23 Wuhan quarantined
The Netherlands (1) 35 Mar. 12 Mar. 12 schools close, large gatherings banned
The Netherlands (2) 51 Mar. 12 ”
France (1) 31 Mar. 16 Mar. 16 nationwide lockdown
France (2) 19 Mar. 16 ”
Iceland (1) 47 Mar. 18 Mar. 16 secondary schools close, large gatherings banned
Iceland (2) 17 Mar. 18 ”
Italy 55 Mar. 8 Mar. 8 Lombardy lockdown
Spain 14 Mar. 12 Mar. 11 schools close in Madrid
WA State (USA) (1) 217 Mar. 11 Mar. 11 large gatherings banned
WA State (USA) (2) 9 Mar. 11 ”
Iran 14 Mar. 4 Feb. 22 schools close, large gatherings banned
Wales 47 Mar. 16 Mar. 20 schools close
Diamond Princess 96 Feb. 25 Feb. 4 ship quarantined
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Figure S1: Sequence identity statistics within and between identified out-
break clusters. Each off-diagonal entry in the table corresponds to the frac-
tion of all possible sequence pairs, including one sequence from one cluster
and one sequence from another, which are identical. Diagonal entries are
similar, but all pairs from a single cluster are considered.
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Figure S2: Posterior for the number of unique R0 values among the 15
distinct outbreaks considered, given by Bayesian model averaging. (Only
the value prior to the quarantine aboard the Diamond Princess was included
in this averaging.)
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Figure S3: Comparison of R0 posterior distributions estimated using
Bayesian model averaging. (Only the value prior to the quarantine aboard
the Diamond Princess was included in this averaging.)

4



Figure S4: Comparison of R0 posterior distributions estimated for the pre-
and post-quarantine phases of the Diamond Princess outbreak.
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Figure S5: Inferred sampling proportions corresponding to the outbreaks
analyzed. Non-informative priors were used for all sampling proportions
except for the one corresponding to the Diamond Princess. (See methods).
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Figure S6: R0 values inferred using (a) phylodynamic method with sequence
data, (b) phylodynamic method without sequence data, (c) EpiEstim (1)
analysis of sequenced sample collection times, and (d) overly simplistic linear
regression of outbreak-specific cumulative sample count distributions. (The
Diamond Princess regression and EpiEstim results have been excluded from
this graphic, as they relate to the post- rather than pre-quarantine phase of
that outbreak.)
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Figure S7: Comparison of phylodynamic R0 posterior distributions esti-
mated from data sets in which the association between sequences and sample
times were randomly shuffled. The posteriors for 10 independently-shuffled
data sets are shown (blue), alongside the estimates from the original un-
shuffled data sets (green) and the estimates from the sequence-free analyses
(red).
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Figure S8: Estimates of R0 produced using alternative model in which a
change in R0 and the sampling proportion s is permitted at a point midway
between the first and last samples of each outbreak. The posteriors shown
are for the R0 values in the earlier of the two intervals.
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Figure S9: Comparisons between relative cumulative case count (solid) and
relative cumulative sequence count (dashed) distributions. These compar-
isons indicates that our phylodynamic modeling assumption that the in-
cluded sequences occur at a rate proportional to the pathogen prevalence
may be justified in most populations. A possible exception is Spain, which
exhibited a higher accumulation of sequences earlier on, compared to the
case counts. (Note that the comparison for the Chinese data is not shown,
since the collection dates of the Chinese travel sequences do not overlap in
time with available case count data specific to the Wuhan province.)
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Figure S10: Estimates of R0 produced using the alternative prior Unif(0, 10),
illustrating the insensitivity of the results to the precise prior used.
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Figure S11: Inferred number of infections for remaining outbreaks.
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Figure S12: Comparison between estimates of cumulative number of infec-
tions obtained from phylodynamic analyses (violin plots), recorded cases
(diamonds), and number of infections extrapolated from the cumulative
recorded deaths (2) (circles with error bars) using a published estimate
(5) of the infection fatality risk (IFR) of 0.64% (95% credible interval
[0.38%, 0.98%]). The IFR-based estimates of the number of infections were
time-shifted by -18 days relative to the death statistics to account for both
the assumed 10 day delay between infection and positive test results, and
a second 8 day delay (4) between positive test results and death. (Welsh
IFR-based estimates are not included here, due to the lack of available death
statistics in the study period.)
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Figure S13: Ratios of phylodynamic estimates of outbreak-specific number
of infections to number of infections imputed from recorded death statistics,
shown in Figure S12. Assuming the imputed values are accurate, this gives
a very approximate indication of the amount of SARS CoV 2 infections in
unsequences outbreaks in each population at the study times.

Figure S14: Sample times relative to first sample from each outbreak. Hor-
izontal bars represent full sample period lengths.
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Figure S15: Marginal outbreak-specific tree topology distributions sampled
by two independent MCMC chains, where topology is represented as a dis-
tance between a given topology and the topology of the first tree (following
burn-in) in the first chain. Also shown are the estimated effective sample
sizes computed from the distribution.

15



2 Reversible jumpMCMC for Bayesian Model Av-
eraging

To apply the Dirichlet process prior (DPP) defined by equations 1 and 2 in

the main text to the cluster-specific R
(c)
0 values, we use a simple reversible

jump Markov chain Monte Carlo algorithm (3).
Specifically, our approach involves the following two modifications to the

traditional BDSKY configuration used for analysis described in the section
“Main analysis”:

1. including a term in the target density corresponding to the prior prob-
ability of a particular vector of ~R0 under the DPP, and

2. including an additional state proposal operator allowing the proposal

of individualR
(c)
0 values which are identical to the values corresponding

to other clusters.

In our analysis, we used a proposal distribution equivalent to selecting
an element of ~R0 uniformly at random, then drawing a new value for that
element from its marginal distribution under the DPP:

Q(~R′
0|~R0) =

N∑
c=1

1

N

 α

N − 1 + α
H(R

(c)
0 ) +

1

N − 1 + α

∑
i 6=c

δ(R
(c)
0 −R

(i)
0 )


(1)

where ~R0 is the current set of R
(c)
0 values, and ~R′

0 is the proposed update.
(This update scheme would on its own constitute a Gibbs sampler for the
prior distribution.)

Despite the change in dimension, the Hastings ratio for this update is
given simply by

HR(~R′
0|~R0) =

Q(~R0|~R′
0)

Q(~R′
0|~R0)

. (2)
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