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Figure S1: Prevalence of different types of regulation per kingdom. The prevalence of each
type of regulation (activation: blue, inhibition: orange, conditional: gray) is shown. The anal-
ysis is restricted to rules with 1-7 essential inputs from Boolean GRN models of (A) animals,
(B) bacteria, (C) fungi, (D) plants. The number of analyzed regulations is shown above each
bar. The corresponding inter-kingdom analysis is shown in Fig. 1E.



Figure S2: Discrepancies in some published update rules. For 5112 update rules, the number
of regulators in the identified published rule (x-axis) is plotted against the number of essential
inputs after simplification of the rule (y-axis).
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1 2 3 4 5 6 7 8 9 10

1 2839

2 903 385

3 245 398 44

4 74 234 130 12

5 19 116 69 22 9

6 10 57 33 37 13 6

7 2 18 16 15 14 4 1

8 4 16 10 10 11 2 3 0

9 1 5 8 5 7 4 2 1 0

10 0 5 0 7 1 2 1 1 1 0
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1 2 3 4 5 6 7 8 9 10
1 1000

2 610 390

3 72 542 386

4 0 31 297 672

5 0 0 0 31 969

6 0 0 0 0 0 1000

7 0 0 0 0 0 0 1000

8 0 0 0 0 0 0 0 1000

9 0 0 0 0 0 0 0 0 1000

10 0 0 0 0 0 0 0 0 0 1000
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1 2 3 4 5 6 7 8 9 10
1 1000

2 503 497

3 111 619 270

4 17 329 415 239

5 6 125 254 354 261

6 0 53 109 242 210 386

7 0 16 55 128 153 192 456

8 0 10 29 100 163 188 164 346

9 0 5 5 33 60 104 146 151 496

10 0 3 6 16 55 88 115 94 92 531
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Figure S3: Prevalence of redundancy. (A) Stratification of all identified update rules based
on the number of essential inputs (rows) and the redundancy, measured by the number of sym-
metry groups (columns). Update rules with more than ten essential inputs were omitted. (B-C)
Expected distribution of the number of symmetry groups for random Boolean functions with
1-10 essential inputs. For each row, 1000 random, non-generated functions were generated. In
(C), the distribution of the canalizing depth of the random, non-degenerated Boolean functions
was matched to the one observed for the GRN models, shown in Fig. 2A.



Figure S4: Highly connected models feature a lower proportion of activating edges. For
each model, its average essential in-degree is plotted against its proportion of activating edges
(out of all activating and inhibitory edges, excluding conditional and non-essential edges). The
Spearman correlation coefficient and associated p-value are shown in red.
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Figure S5: Prevalence of feed-forward loops per kingdom. The number of the different 
types of FFLs in GRN models of (A) animals, (B) bacteria, (C) fungi, (D) plants (colored 
bars) is shown. Conditional FFLs (gray) contain at least one conditional regulation preventing 
the determination of their exact type. Black horizontal lines indicate the respective expected 
number, which is based on null model 1 (see Methods). Type 1-4 FFLs are coherent, while type 
5-8 FFLs are incoherent. The corresponding inter-kingdom analysis is shown in Fig. 4A.



Figure S6: Abundance of clusters of feed-forward loops per model. Proportion (color-coded
stacked bar) and total number (black line) of the different types of FFL clusters for each net-
work. The 34 networks without any FFL clusters are omitted.
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Figure S7: Abundance of different types of feedback loops. The total number of different
types of FBLs is shown, stratified based on the number of involved genes (sub panels) and
based on the number of activating (+) and inhibitory (�) regulations (x-axis). Loops, which
contain conditional regulations preventing the determination of their type, are classified as n.a.
Color indicates the number of negative edges in the FBL. Bars corresponding to positive FBLs
(with an even number of negative interactions) are blue, while negative FBLs are red.
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Figure S8: Stratification of all observed feedback loops per kingdom. All FBLs found in 
GRN models of (A) animals, (B) bacteria, (C) fungi, (D) plants are stratified based on the num-
ber of involved genes (x-axis) and the number of activating versus inhibitory edges they contain 
(color). Positive FBLs are blue, while negative FBLs are red. FBLs that contain conditional 
regulations are excluded. Each observed distribution (the rightmost of three bars with solid 
border) is compared to the expected distribution (left and middle bars with dashed and dotted 
borders), which is computed using two different null models (see Methods for details). n = 
total number of observed FBLs of a given length. The corresponding inter-kingdom analysis is 
shown in Fig. 6A.



A B

C D

Figure S9: Abundance of inhibitory edges in complex feedback loops per kingdom. For 
FBLs of length 4 and 6 of the same type (positive or negative) and the same combinatorial 
likelihood, which depends on the number of activating versus inhibitory edges in the FBL, 
the observed relative abundance of FBLs with more activating versus more inhibitory edges is 
compared to the respective expected relative abundance. The expected distribution is computed 
using two different null models (see Methods for details). The analysis is stratified by kingdom:
(A) animals, (B) bacteria, (C) fungi, (D) plants. The corresponding inter-kingdom analysis is 
shown in Fig. 6B.



Figure S10: Predictors of dynamical robustness. Pairwise Pearson correlation between var-
ious properties and suggested predictors of dynamical robustness across the published GRN
models. < · > denotes the mean, p = output bias, K = number of variables, Ke = effective
connectivity, Cov = covariance of p(1� p) and K.



Table S1: High prevalence of canalization (full table). Stratification of all identified update
rules based on the number of essential inputs (rows) and the canalizing depth (columns). The
color gradient is computed separately for each row.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0 3

1 0 2097

2 0 0 1288

3 24 3 0 660

4 45 5 0 0 400

5 33 17 3 0 0 182

6 35 12 7 0 1 0 101

7 16 8 6 2 1 0 0 37

8 12 3 1 5 1 0 0 0 34

9 6 5 5 1 2 3 0 0 0 11

10 4 4 2 0 1 0 0 0 0 0 7

11 3 1 0 0 1 0 0 0 0 0 0 2

12 0 1 0 0 0 0 0 0 0 0 0 0 3

13 0 0 1 0 0 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

15 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

18 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

19 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

20 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

canalizing depth
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Table S2: Observed number of NCFs with 3-6 inputs, stratified by layer structure. The
number of NCFs with a given number of inputs (3-6) and a given canalizing layer structure
is shown. NCFs with the same layer structure have the same dynamical properties. All layer
structures appear equally likely by chance. Green (orange) count data indicates more (fewer)
than expected NCFs with a given layer structure. Ke describes the effective connectivity and p
the output bias of the NCF.

k
layer 

structure
Hamming 

weight
count

count
(in %)

average 
sensitivity

number 
layers

ke p(1-p)

3 1 or 7 372 57.2 0.75 1 1.25 0.11
1, 2 3 or 5 278 42.8 1.25 2 1.56 0.23

4 1 or 15 137 36.1 0.50 1 1.19 0.06
2, 2 3 or 13 116 30.6 1.00 2 1.52 0.15
1, 3 7 or 9 82 21.6 1.25 2 1.63 0.25

1, 1, 2 5 or 11 44 11.6 1.25 3 1.70 0.21
5 1 or 31 57 32.4 0.31 1 1.13 0.03

3, 2 3 or 29 40 22.7 0.69 2 1.40 0.08
2, 3 7 or 25 27 15.3 1.06 2 1.58 0.17
1, 4 15 or 17 27 15.3 1.19 2 1.61 0.25

1, 1, 3 9 or 23 8 4.5 1.19 3 1.73 0.20
1, 2, 2 13 or 19 7 4.0 1.31 3 1.77 0.24
2, 1, 2 5 or 27 6 3.4 0.94 3 1.59 0.13

1, 1, 1, 2 11 or 21 4 2.3 1.31 4 1.80 0.23
6 1 or 63 30 30.6 0.19 1 1.08 0.02

4, 2 3 or 61 11 11.2 0.44 2 1.28 0.04
3, 3 7 or 57 11 11.2 0.75 2 1.45 0.10
1, 5 31 or 33 10 10.2 1.13 2 1.58 0.25

3, 1, 2 5 or 59 9 9.2 0.63 3 1.45 0.07
2, 4 15 or 49 6 6.1 1.06 2 1.58 0.18

1, 1, 2, 2 19 or 45 5 5.1 1.25 4 1.82 0.21
2, 2, 2 13 or 51 4 4.1 1.06 3 1.68 0.16
1, 1, 4 17 or 47 3 3.1 1.13 3 1.72 0.20
1, 3, 2 29 or 35 3 3.1 1.25 3 1.73 0.25
2, 1, 3 9 or 55 1 1.0 0.88 3 1.62 0.12
1, 2, 3 25 or 39 1 1.0 1.31 3 1.82 0.24

2, 1, 1, 2 11 or 53 1 1.0 1.00 4 1.67 0.14
1, 2, 1, 2 27 or 37 1 1.0 1.31 4 1.82 0.24
1, 1, 1, 3 23 or 41 1 1.0 1.31 4 1.82 0.23

1, 1, 1, 1, 2 21 or 43 1 1.0 1.31 5 1.87 0.22
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Data S1 General information about the 122 models included in the meta-analysis.

Data S2 Number of occurrences of specific nodes in the 122 models included in the meta-

analysis.

Data S3 Abundance of different types of feed-forward loops in the 122 models included in the

meta-analysis.

Data S4 Abundance of different types of clusters of feed-forward loops in the 122 models

included in the meta-analysis.

Data S5 Abundance of different types of feedback loops in the 122 models included in the

meta-analysis.
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