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sequence representation and extracts

defining features from neuronal

projections across brain regions. The

results demonstrate the performance and

generalizability of DSM on multiple

datasets.
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THE BIGGER PICTURE Delineating the cell atlas of the brain is key to understanding intelligence. The com-
plexandexquisitemorphological patternsof neuronal cells providestructural support for signal transmission
in our brains. Over the past years, a significant body of neuronal morphology data has been accumulated,
raising urgent needs for computational tools to fully extract features relevant to cellular identity and connec-
tivity. Here, we find that the long-projecting trajectory of a neuron, which has been overseen by existing
algorithms, is an effective feature for cell-type definition. We utilize a series of natural language models to
decipher the projection pathways and significantly improve the accuracy of neuronal type classification.
Our work provides a novel quantitative strategy for creating a consensus of a neuronal cell atlas, which is
potentially applicable to understanding defects in neurological diseases.

Development/Pre-production:Data science output has been
rolled out/validated across multiple domains/problems
SUMMARY
The full morphology of single neurons is indispensable for understanding cell types, the basic building blocks
in brains. Projecting trajectories are critical to extracting biologically relevant information from neuron mor-
phologies, as they provide valuable information for both connectivity and cell identity. We developed an arti-
ficial intelligence method, deep sequential model (DSM), to extract concise, cell-type-defining features from
projections across brain regions. DSM achieves more than 90% accuracy in classifying 12 major neuron pro-
jection types without compromising performancewhen spatial noise is present. Such remarkable robustness
enabled us to efficiently manage and analyze several major full-morphology data sources, showcasing how
characteristic long projections can define cell identities. We also succeeded in applying our model to both
discovering previously unknown neuron subtypes and analyzing exceptional co-expressed genes involved
in neuron projection circuits.
INTRODUCTION

The classification of neuronal types is crucial to understanding

the complex circuits of the brain. Neuronal classification re-

quires comprehensive characterization at the levels including

morphology, electrical properties, transcriptomics, or a combi-

nation of them.1,2 Among these, neuron morphology provides

key implications for cellular identity and neuronal connectivity.

However, morphological studies have long been restricted to
This is an open access article und
the soma-proximal areas, being limited by the existing imaging

technologies. Recently, large-scale labeling, imaging, and

reconstruction technologies have enabled the characterization

of complete neuron morphologies at the whole-brain level.3,4

These studies showed cell-type diversity and sub-types

observed in whole brain level provide new clues for understand-

ing neuronal circuits.4

To describe complex neuron morphologies and to classify cell

types, two key questions need to be addressed: feature
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extraction and quantitative comparison. Several feature extrac-

tion methods have been proposed, including vertex analysis,5

fan-in analysis,6 fractal analysis,7 and L-Measure morphomet-

rics.8,9 The spatial distribution of dendritic arbors has also been

demonstrated to be a relevant feature.10 For quantitative com-

parison of morphological data, both supervised and unsuper-

vised algorithms have been proposed.11,12 However, these ap-

proaches are designed for analyzing dendrites and local axons

arbors and the extracted featuresmay not be suitable for charac-

terization of morphologies with long-range projections.

In recent years, several methods have been proposed for

studying the full morphology of projecting neurons. Considering

the spatial distribution of both local and distal neuronal branches,

NBLAST was designed by Costa et al.13 for measuring pairwise

neuronal similarity. Integrating topological branching patterns

with spatial information, persistent homology was introduced to

compare neuron structures and classify a large collection of

neuronal structures.14,15 BlastNeuron compares morphological

similarities using a structural alignment approach.16 However,

the accuracy and robustness of such approaches are consider-

ably affected by within-type diversity and registration precision.

The long-range projection path is a biologically relevant feature

for defining cell types,4 which is neglected by the abovemen-

tioned approaches. Here, we propose a strategy to encode the

projection path, a tree-like structure of 3D coordinates in the

brain space, as a computable characteristic for quantitative

analysis.We organized the neuronal tree topology as a sequence

representation, which was used for identification of structural

motifs.17,18 The sequence structure provides a natural represen-

tation of the projection orders and allows for the application of a

series of deep sequential models (DSMs). For cell-type classifi-

cation tasks,we implemented and trained a hierarchical attention

network19 model (DSM-HAN) and demonstrated its outstanding

performance. For the measurement of cell-cell similarity, we

trained a sequential autoencoder model (DSM-AE) to give each

cell a concise representation, which encoded information of

both projection strength and order of innervated brain regions.

We showed the usage of DSM-AE in unsupervised clustering

and automated cell-type annotation of large datasets. With

DSM-AE feature encodings, we built a database and provided

an online service for fast retrieval of neuron morphologies and

cell-type annotation.

RESULTS

Overview of the model structure, datasets, and
applications
To extract features and characterize neuronal morphologies, we

constructed several DSMs, serving for multiple applications

(Figure 1). We built a pipeline for preprocessing and feature

extraction for neuron reconstruction (Figure 1A). The original

input is the digital reconstruction of neuronal morphology,

including the complete long-range projection. Reconstructed

neurons were registered to CCF reference space20 after which

each segment of the reconstruction belongs to a certain brain re-

gion according to its 3D location in the space. We applied a

depth-first traversal algorithm to convert the tree structure of

the morphologically reconstructed neurons into a sequence of

brain regions (see experimental procedures), where each node
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in the sequence is represented as a one-hot encoding. The de-

signed traversal order makes child branches close to their parent

branches, allowing for more compact sequentialization of the

local morphologies along the projection path. Each node is as-

signed to one of 316 manually curated non-overlapping brain

areas21 with highly variable spatial proximity and functional

properties.

To reduce redundancy of the one-hot encoding vectors, we

introduced the word2vec (W2V) module22 (see experimental pro-

cedures) for feature compression and extraction. We applied this

model to over 1,000 neurons of multiple types and found that

W2V is not only able to convert the 316-dimension vectors into

dense vectors, but also enhances the robustness of feature rep-

resentation. Thus, we used the W2V module to generate the

input for both supervised classification and unsupervised repre-

sentation (Figure 1B).

The DSM consists of two downstreammodels, DSM-HAN and

DSM-AE, performing supervised classification and unsupervised

representation separately. In the supervisedmodule, a hierarchi-

cal attention network is adopted as DSM-HAN for cell-type

classification. DSM-HAN reviews neuron morphologies in a hier-

archical manner including node level, segment level, and the

neuron level, providing both segment-level encodings and

neuron level encodings. The model shows its interpretability by

encoding neighboring segments into similar vectors (Figure S1).

We trained the DSM-HAN model with 1,282 neurons that belong

to 12 cell types (caudate putamen substantia nigra pars reticulate

[CP_SNr], caudate putamen globus pallidus externa [CP_GPe],

ventral posteromedial nucleus of the thalamus [VPM], extratelen-

cephalic somatosensory cortex [ET_SS], intratelencephalic so-

matosensory cortex [IT_SS], ventral posterolatral nucleus of the

thalamus [VPL], dorsal part of the lateral geniculate complex

[LGd], medial geniculate complex [MG], intratelencephalic visual

area [IT_VIS], intratelencephalic motor cortex [IT_MO], thalamic

reticular nucleus [RT], and extratelencephalic motor cortex

[ET_MO]) from a dataset recently obtained by our team.4

In the unsupervised module, we trained a DSM-AE model for

data exploration, including unsupervised clustering and retrieval

of similar morphologies. Details of the W2V model and DSM are

introduced in the following sections.

W2V: Distributed vectors of brain regions
In this study, we propose a strategy to utilize brain regions, to

help identify the cell types. Sub-regions within one major brain

region, such as the somatosensory cortex, may share functional,

spatial, and developmental similarity. Thus, neurons projecting

to these closely located sub-regions might belong to the same

cell type (e.g., VPM neurons may project SSp-m or SSp-bfd).

To determine the projection regions, the registration of neuron

reconstructions from different brains can also introduce certain

levels of error. In addition, current characterization for brain re-

gions is not only lack of connectivity profiles, but also cannot

reach the single-cell resolution. We can address these concerns

by proposing the feature, our brain region encodings. The feature

is produced by the W2V algorithm, which is a classic method for

feature extraction and compression in NLP tasks.22 Since our

neuron morphology is converted into sequences, it provided

the facility to embed nodes (brain regions) from the sequences.

W2V assigns each node with a unique encoding (fixed-length
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Figure 1. Overview of the sequential model and its applications
(A) Raw data transformation process including mapping the nodes of reconstructed neurons to brain regions, tree structure representation, depth-first search,

which disassembles the tree structure as segment sequences, and word2vec (W2V) encoding that represents each node as the embedding of its brain region.

(B) Neuron encoding process. A neuron is encoded by two steps of recursive neural network transformation. This process encodes neurons with variable sizes as

a vector of the same dimensions, which is then used as input for automated cell-type classification, unsupervised atlas mapping, and morphological retrieval.
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vectors) indicating its semantics such that nodes with similar

semantics or synonymous have closer encodings. By applying

W2V, wewere able to encode brain regions as dense vectors, re-

flecting their functional and spatial similarity, which benefits the

downstream analysis.

Our W2V neural network is composed of three layers,

including an input layer, a hidden layer, and an output layer, as

shown in Figure 2A. The input and output data are one-hot en-

codings of brain regions. Fed with the sub-sequence of context

nodes as input, the model predicts the one-hot encoding of its

center node. The dense encoding of center node comes from

the average hidden layer representation of input nodes (see

Table S1 for model parameters; see experimental procedures).

The training process minimizes the prediction error of the center

node.

To enhance the robustness of the W2V, we generated an

augmented dataset by introducing Gaussian noise to node coor-

dinates and used it as the training data of W2V (see experimental

procedures). The augmented dataset contains 316 brain regions

and 5,370 cells. These brain region embeddings can be grouped
as 6 major brain regions: cerebral nuclei, cerebral cortex, thal-

amus, midbrain, hypothalamus, and hindbrain. After training,

each brain region was encoded as a 6-dimension embedding

vector (Table S2). The dimension of W2V encoding was chosen

by the least training loss of W2V (Figure S2A). Dimension reduc-

tion (t-SNE) of these W2V encodings shows that the 316 sub-re-

gions within the same major brain regions are clustered together

(Figure 2B).

HAN: Supervised cell-type classification
For supervised morphological classification, we adopted a

DSM-HAN model, which was originally used for document

classification.19 The intuition is to treat a neuron sequence

(a sequence of W2V-encoded brain regions) as a document

(a sequence of words), and treat neuron segments (sub-se-

quences) as sentences. The DSM-HAN architecture reviews

the sequence and extracts features following the order of nodes

to segments and segments to neurons. W2V encodings of nodes

in the same segment are seen as independent sub-sequences,

representing local morphologies. The node-level network takes
Patterns 5, 100896, January 12, 2024 3



A B Figure 2. Word2vec: Distributed vectors of

brain regions

(A) Word2vec network structure.

(B) Distribution of trained brain regions in a t-SNE

layout. To display the training result, sub-regions

are separated into six major regions: CNU (cerebral

nuclei), CTX (cerebral cortex), TH (thalamus), MB

(midbrain), HY (hypothalamus), and HB (hindbrain).

Structures belonging to the same major region are

displayed in the same color. Each dot represents a

sub-region reduced from W2V encodings, and the

colors indicate the major brain regions.
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these W2V encodings as input, integrating the information within

the sub-sequence. Its output, the node-wise averaged attention

encodings, referred to as segment encodings, are passed to the

segment-level network. We implemented a similar structure for

the segment-level network, which integrates segment-level

encodings. At the whole-neuron level, we implemented a fully

connected layer to output the probability estimation of cell types

(Figure 3A; see experimental procedures). Key hyperparameters

of themodel include the sizes of hidden layer dimensions of W2V

and HAN, segment number, and segment length. Settings of

hyperparameters are detailed in Figure S2 and Table S1.

We trained and tested the DSM-HAN model on a dataset with

1,282 neuron cells from 12 manually assigned types based on

their soma locations and projecting brain structures (Table S3).

We used 80%of the data (1,025 cells) for training and the remain-

ing 20% (257 cells) for testing. Through 30 independent training

sessions (random sampling of training and testing data), the

model achieved 92.76% average testing accuracy. The high

class-wise area under the curve (>0.98 in all cases) scores of

the receiver operating characteristic suggest high robustness

(Figure 3B). We performed ablation studies to test the necessity

of using the complexDSM-HANmodel. Simplermodels including

multilayer perceptron and random forest were operated on the

flattened W2V encodings (Figure S3), receiving average test

accuracy of 36.52% (random forest) and 83.50% (simple multi-

layer perceptron). The results indicate DSM-HAN as a superior

module for classifying neuron sequences.

The information of the input neuron sequences was encoded

from two features: the residing brain regions of nodes and their

sequential orders. We performed tests to examine whether

DSM-HANwasable to learn sequential information thatwas inde-

pendent from brain regions. At the segment level, we performed

hierarchical clustering for the segment encodings and identified

the top 2 clusters for each cell (Figure S1). Segments with close

sequential orders were clustered together regardless of the

residing brain regions, even for neurons with multiple target re-

gions (e.g., ET_MO neurons). At the neuron level, we reversed

sequence orders for each cell and performed clustering together

with the original sequences (Figure S4). For most cell types, the

reversed and original sequences form distinct clusters, and one

sample discriminability tests23 (see experimental procedures)

indicate clear separation in their native embedding space (Fig-

ure S4). The only exceptions were found for IT neurons where

the segments’ residing regionsare highly invariable. These results
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indicate that DSM-HAN utilizes the sequential information of pro-

jection orders, which further influence the neuron encodings.

We compared the model performance with alternative

methods including TFIDF, graph convolutional network (GCN),

TextRNN, TextCNN, NBLAST, Sholl analysis, L-Measure, and to-

pological morphology descriptor (Figure 3C). TFIDF is a classic

sequential model widely used for feature extraction in document

classification.24 TFIDF was applied to extract features from

neuron sequences, making the dataset a ‘‘number of cells’’ by

‘‘number of unique brain regions’’ matrix (see experimental pro-

cedures). We obtained an average testing accuracy of 89.29%.

Alternatively, GCN25 presents a simple network utilizing a graph

structure of data, achieving great classification results on tasks,

such as node classification, relation classification, etc. We used

the tree structure of neurons as the graph, and the brain region

(W2V encodings) as input features, achieving a testing accuracy

of 91.02%. TextRNN and TextCNN are both deepmodels for text

classification, and one uses recurrent neural network [RNN] as

basic feature extractor, the other uses CNN.26,27 Using the

W2V encodings, the testing accuracy is 85.67% for TextRNN

and 86.12% for TextCNN. NBLAST calculates the spatial prox-

imity between neuronal segments through structural align-

ment.13 We used NBLAST similarity matrix values as input fea-

tures for several machine learning algorithms, among which

linear-kernel SVM showed the best testing accuracy (72.74%).

Sholl analysis characterizes the spatial branching pattern of a

neuron by counting the number of its intersections with concen-

tric spheres centered by the soma.We used the intersection pro-

files as features (see experimental procedures), and trained

linear-kernel SVM classification models, showing an average

testing accuracy of 66.08%. We used morphological features

(see experimental procedures) summarized by L-Measure to

characterize neuron morphologies and trained linear-kernel

SVM for classification (average testing accuracy, 71.88%). The

‘‘persistent homology’’ analysis couples morphology properties

and neuron branching patterns,14 which is also known as topo-

logical morphology descriptor15 (TMD). The radial distance of

current node to soma is chosen as the description function to

convert neuron structures to persistent diagrams, characterizing

neuron morphologies. We obtained average testing accuracy

with linear-kernel SVM (68.43%). For each alternative method,

we divided training and testing datasets using the same strategy

as for DSM-HAN and trained classification models through 30

independent training sessions. Comparison of testing accuracy
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Figure 3. Hierarchical attention network: Supervised cell-type classification
(A) Hierarchical attention network structure. Blue blocks: node-level neural networks. Yellow blocks: sentence-level neural networks. Orange blocks: neuron-level

neural networks.

(B) The receiver operating characteristic (ROC) curve and area under the curve of the DSM-HAN classifier. Taking multi-class classification as 12 binary clas-

sifications, we calculated false positive rate and true positive rate for each binary classification and plot the ROC curves. The ROC curve of each type is displayed

in one color.

(C) Comparison betweenmethods. Eachmethod was tested by 30 times of cross-validation, and results are displayed by boxplots (numbers above box: p values

of the Mann-Whitney U rank test (one-side) on test accuracy between DSM-HAN and others).

(D) Robustness test: the testing accuracy for noise levels ranging from 10 to 1,000 mm. The accuracy curve is aggregated over repeated values (each noise level

with 30 independent trainings and testings), showing the mean testing accuracy and 95% confidence interval.
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indicates the significant outperformance of DSM-HANover alter-

native methods (Figure 3C).

To investigate the effectiveness of our brain region encod-

ings (from the W2V model), we compared it with direct node

coordinates (x-y-z) in the supervised cell-type classification.

The two sets of features are tested using both the DSM-HAN

and GCN models, and results show the advance of our brain
region encodings over node coordinates in both models

(Figure S5).

To investigate the generalizability of DSM-HAN for morpholog-

ical data, we tested its performance for alternative datasets,

including a newly released full morphology dataset28 with 11 cell

types (mostly different from the 12 cell types of the SEU dataset4)

and local morphologies (dendrites) from the SEU dataset
Patterns 5, 100896, January 12, 2024 5
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B Figure 4. Autoencoder: Concise representa-

tion for exploratory studies and data retrieval

(A) DSM-AE network structure.

(B) Confusion matrix of clusters and cell types. The

color bar indicates the 2-based logarithm of cell

numbers.

(C) Data visualization of the DSM-AE encoding. The

neuron sequences are encoded as 32-dimension

vectors and projected to 2D space by the UMAP

algorithm. Colors indicate cell types (left) or the

DBSCAN cluster assignment (right). Only cells

above DBSCAN confidence threshold are shown.

(D) Morphological data retrieval. The brain-level

views of query cells and target cells are reported by

the online service.
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(see experimental procedures). DSM-HAN achieved 92.2%

testingaccuracy for the11-cell-typedatasetandUMAPof thehid-

den layer encodings showsdistinct separationbetweencell types

(Figure S6). For classification of dendrites, DSM-HAN outper-

formed alternativemethods (Figure S7), although its performance

(testing accuracy = 76.4%) was lower than that in the classifica-

tion tasks of long-projecting neurons. The reduced accuracy

can be explained by the highly similar sequence encodings of

dendritic types from the same brain regions (e.g., IT_MO and

ET_MO). The performance can be further improved by refined

brain region assignment (e.g., dividing cortical regions by layers;

Figure S7), reaching to 84.7%.

To test the robustness of the DSM-HAN model to the registra-

tion deviation, we introduced Gaussian noise to the node coordi-

nates of the testing dataset (257 cells). This perturbation resulted

in changes to the brain region assignment of many nodes. The

noise level (the standard deviation of Gaussian distribution) was
6 Patterns 5, 100896, January 12, 2024
gradually increased from 10 to 1,000 mm,

with a 10 mm step size (Figure 3D). Results

show that the testing accuracy was stably

high (>90%) with a noise level <200 mm.

Empirically, the maximum registration de-

viation for mouse brains is 100 mm.29

Thus, theDSM-HANmodel is robust to var-

iations introduced by registration and brain

region assignment. We further test the

robustness of all alternative approaches.

Results show that TFIDF and NBLAST

were able to maintain their accuracy under

spatial noise <100 mm, while the perfor-

mance of others fell dramatically with

increased noise (Figure S8).

Autoencoder: Concise
representation for exploratory
studies and data retrieval
Direct cell-cell comparison is important

for exploratory studies and data retrieval.

As there is no exact node-to-node corre-

spondence between two different neuron

reconstructions, it becomes necessary to

generate comparable and quantitative rep-

resentations for them. Here, we adopted a
sequence autoencoder as the DSM-AE model. This model aims

to learn a latent vector representing input neuron sequence and

recover the input sequence from the latent vector (see experi-

mental procedures). The training process optimizes parameters

of the model to minimize the difference of recovery and input

sequence. Thus, the latent vector representation significantly re-

duces the data dimensionality while retaining most of the projec-

tion information.

For applicability evaluation, we applied themodel to the 1,282-

cell dataset of 12 cell types (see experimental procedures) and

generated their DSM-AE representations. DBSCAN30 (see Fig-

ure S9 for parameter determination policy) was operated on

tSNE-transformed DSM-AE representations to identify 12 clus-

ters. We used the adjusted Rand index (ARI) to measure the cor-

respondence between clusters and cell types (ARI = 0.719;

Figure 4B). We used the discriminability metric23 to measure

the separation of 12 cell types in the t-SNE-transformed
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embedding space (discriminability = 0.888). 2D visualization of

theDSM-AE encoding shows that cells from the 12 different clas-

ses formdistinct sub-populations and the distribution of the clus-

ters match the manually defined projection-based groups

(Figures 4C and 4D).

For comparison, we applied the same procedure to evaluate

alternative approaches including TFIDF, NBLAST, Sholl analysis,

L-Measure, and TMD. We also performed the evaluation for the

direct W2V sequence representations (see experimental proced-

ures). Toeliminate thepossibleeffectofpost-processingmethods

operated on the native representations, we calculated ARI and

discriminability under a variety of post-processing procedures,

including standardization, PCA, tSNE, UMAP, ISOMAP, MDS,

andLLE (seeexperimental procedures). For bothARI anddiscrim-

inability, DSM-AE demonstrated outperformance and higher

robustness over alternative approaches, under all post-process-

ing procedures (Table S4).

For exploratory studies in which the number of cell types are

unknown and novel cell types may exist, DSM-AE can be com-

bined with DSM-HAN for automated dataset annotation. For

identification of novel cell types, we introduced an outlier detec-

tionmodule with 12 outlier detectors. For each known cell type, a

detector is a one-class SVMmodel using DSM-AE encodings as

input data (see experimental procedures). After a cell is assigned

to a cell type by DSM-HAN, the corresponding detector is

applied, and changes its label to ‘‘unknown’’ if the cell is found

to be an outlier. As a proof of concept, we applied this approach

to the annotation of an external set of full morphology neurons

(Janelia dataset; 1,002 neuron cells3), 61% cells of which belong

to novel cell types (Table S5). We evaluated the outlier detection

performance by comparing its predictions with the manually

curated labeling. The median of F1 score was 0.54 (VPM =

0.71; VPL = 0.33; IT_MO = 0.85; ET_MO = 0.72; IT_VIS = 0.55;

ET_SS = 0.07; IT_SS = 0.38). We examined poorly performing

detectors and found that most of the cells were assigned to

cell types with similar morphology (e.g., VPM assigned as VPL,

ET_MO assigned as ET_SS). We summarized the training and

testing results in Table S6.

TheDSM-AE representations are further reduced to 2D using a

UMAP algorithm, resulting in a 2D reference atlas. User-up-

loaded morphological data (query data) are projected to the 2D

reference atlas for determining cell types according to the simi-

larity with reference data points. In addition, the most similar

single cells (target data) and their horizontal/vertical views are

reported for visual inspection (Figure 4D). Also, more examples

including the least similar cells from non-target neuron classes

are also provided, demonstrating the diverse morphological

types in the dataset (Figure S10). The website (see data and

code availability) also provides a series of tools including interac-

tive visualizations of W2V brain region encodings, 2D reference

data atlas, and 3D single-cell morphologies.

Subtyping of neurons cross-validated by analysis of
projection patterns
It is intriguing to explore previously unknown sub-types of cells.

To examine whether the DSM-AE model may facilitate the dis-

covery of neuronal sub-types, we cross-validated it with third-

party neuron morphology datasets. Particularly, we focused on

two major brain structures: the orbital area, lateral part ORBl,
and the infralimbic area (ILA). For each of them, we trained a

DSM-AE model that characterized cells with 32-dimension em-

beddings. These embeddings formed distinct sub-populations

(Figure 5A), suggesting different previously unknown sub-types

in the respective cell class. We cross-validated these sub-types

of cells by examining their projection strength patterns mani-

fested by the respective axon length calculated from neuron

reconstructions in a recent independent study28 in target brain

regions. We found clear clustering patterns (Figure 5B). Our re-

sults show high reliability of the DSM-AE sub-types (ORBl:

ARI = 0.989; ILA: ARI = 0.381; Table S7). Visual inspection of

the 3D morphology of example neurons also confirmed these

sub-types (Figure 5C).

We applied the same procedure to explore morphological var-

iations in all the 12 cell types from the SEU dataset. The region-

wise projection strength drove the clustering results for most

cell types (e.g., IT_SS cells clustered by projections in sub-re-

gions such as SSp-bfd and SSp-m; Figure S11). Unlike the

ORBI and ILA types where distinct sub-clusters were identified,

most of the 12 cell types were less heterogeneous and showed

continuous distributions in the embedding space. In addition to

variations in projection strength, DSM-AE was able to capture

essential characteristics of cell identity. For example, re-clus-

tering of IT_SSp-bfd neurons demonstrates a morphological

continuumwhere L2/3, L4, and L5 cells are distributed in different

portion. A similar patternwasobserved for the IT_SSp-mneurons

(Figure S11).

Analysis of co-expression genes in connected brain
regions
Spatial gene expression analysis has provided insights to resolve

the organization of functional neural circuits.31,32 The complexity

of 3D gene expression distribution was previously studied from

the perspective of cell types and brain regions.31 As the gene

expression of any brain area is affected by local cell bodies as

well as the neurites from distal projecting neurons, it is of great

importance to examine the contribution of brain-region connec-

tivity to the spatial gene expression pattern. To our knowledge,

such analysis has not been reported, likely being limited by the

lack of clear definition of brain connectivity. Here, we propose

to identify inter-connected brain regions using cell types defined

by our DMS method. We first applied DMS-AE and DBSCAN to

the 1,282-neuron dataset, identifying 11 clusters (see experi-

mental procedures). For each cell type, we defined the projecting

source and target regions as ‘‘inter-connected’’ (Figure 6A; see

experimental procedures). Thenwe integrated the cell-type-level

connections to generate a joint connectivity matrix, which can be

combined with spatial gene expression data for further analysis

(Figure 6B; see Table S8 for the connectivity matrix).

With the connectivity matrix, we asked whether inter-con-

nected brain regions tend to show similar expression patterns.

We identified expressed genes across these brain regions using

the Allen Brain Atlas21 and obtained a region-wise gene expres-

sion matrix that showed co-expression modules among neigh-

boring regions from the same major brain regions (Figure 6C;

see experimental procedures). We defined the co-expression

score as the Jaccard similarity coefficient between the expressed

gene sets of any two regions (see Table S9 for the co-expression

matrix). Connected region pairs had substantial co-expression
Patterns 5, 100896, January 12, 2024 7



A

C

B

Figure 5. Sub-typing of neurons cross-validated by analysis of projection patterns

(A) Cell sub-typing derived from DSM-AE embedding (left, ORBl cells; right, ILA cells).

(B) Projection patterns of DSM-AE sub-types. Rows, cells grouped by DSM-AE clustering; columns, target brain regions. The projection strength was defined as

the axon length in target brain regions normalized between 0 and 1.

(C) Visualization of neuronal axon reconstructions of three examples for each DSM-AE sub-type.
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E

D

B

Figure 6. Analysis of co-expression genes in connected brain regions

(A) Illustration of a pipeline of co-expression analysis with the following steps: (1) input data as the morphology of 1,282 neurons, (2) identification of cell types

using our DMSmethod, (3) determination of connected brain regions at cell-type levels, (4) combination of connectivity matrix and gene expression matrix at the

whole-brain level, and (5) comparison of co-expression scores between connected and unconnected regions.

(B) The brain-region-wise connectivity matrix. Rows and columns indicate brain regions grouped by their major brain regions, including CNU (cerebral nuclei),

CTX (cerebral cortex), TH (thalamus), MB (midbrain), HY (hypothalamus), and HB (hindbrain).

(C) The binary gene-by-brain region expression matrix. Colors indicate identified gene expression state (see experimental procedures).

(legend continued on next page)
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scores (p = 4.25e�106, two-sided KS test; Figure 6D). Similar co-

expression patterns were observed even when we excluded re-

gion pairs from the same major brain region (p = 2.92e�24, two-

sided KS test; Figure S12A) to avoid the effect of co-expression

between neighboring regions. We selected 2,251 connected re-

gion pairs whose co-expression scores were above the 95th

percentile of unconnected ones (Figure S12B and Table S10).

We found that the co-expression genes of the 2,251 pairs were

highly enriched in top-row functional terms including synaptic

specification, dendrite development, and cognition (Figure 6E).

Synaptic transmission has been reported as an over-represented

gene set that supports both structural and functional inter-

regional connectivity.33,34 Our analysis identified brain-specific

angiogenesis inhibitor 1-associated protein 2 (Baiap2) as the

most frequently co-expressinggenebetween connected regions.

BAIAP2L2 (a paralog of BAIAP2), which induces planar or curva-

turemembranes,waspreviously reported tobe reflectiveof struc-

tural connectivity of human brains.35 Among the top 200 regional

co-expressing genes, we also identified genes related to ion

channels (Camk2a, Camkk1, Kcnj4), neuronal process formation

(Enc1), and neurotransmitters (Syt16). Remarkably, a general

survey of expressed genes in the brain atlas suggested more

broad functional terms including organelle localization, histone

modification, and signal transduction (Figure S12C). Compared

with thesebroader ‘‘background’’ functions thatmight becontrib-

uted by ‘‘housekeeping’’ genes or non-neuronal cell types in the

brain,31 our results in Figure 6E suggest previously unreported

patterns that cell-type-specific brain connectivity is influential to

the spatial gene expression, likely through the co-expression of

genes that support neuron-specific functions.

DISCUSSION

Complete morphology of long-range projecting neurons is

crucial for deciphering the diversity of cell types and for under-

standing organizational principles of brain connectivity. The

unique and complex nature of morphological structure implies

difficulties for data analysis. In this work, we introduce a sequen-

tial model for feature extraction from full neuronal morphology,

which enables efficient cell-type classification, morphological

clustering, and data retrieval. We provide a series of computa-

tional tools that outperform existing ones in accuracy and

robustness. These tools are available as online services for re-

searchers with or without computational backgrounds.

Compared with the transcriptome data based on gene

sequencing, it is challenging to define morphological features

that effectively represent cell-type-related characteristics.

Although some feature sets (e.g., L-Measure9) are more influen-

tial, there is limited consensus on a reasonable practice for

feature definition. In previous studies, we defined cell types by

where their projection initiates and terminates.4 Such projections

form directional trajectories in the brain, which turned out to be

highly consistent within a cell type. The data structure of such

trajectories shares a lot of similarities with texts, the basic struc-
(D) Histogram for co-expression scores of connected and unconnected brain reg

unconnected regions.

(E) Functional enrichment analysis of co-expression genes between the 2,251 con

the clustering of the top 15 enriched functional terms (adjusted p values, hyperg
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ture of which is also arrays of nodes. For a paragraph of text, a

node is a word. For themorphology of a neuron, a node is a point

along a branch. Such arrays are logically (for texts) or physically

(for neurons) connected, forming branching structures. In the

field of natural language processing, a series of classical tech-

niques enable tasks including texts understanding and genera-

tion. The similarity of data structure renders NLP techniques

applicable for the study of neuronal projection paths.

Characterization of single-neuron morphologies provides

valuable insights for the understanding of neural circuits. Like

single-cell transcriptomes, analysis of neuronal morphologies

at the level of clusters formed by similar cells is crucial for infor-

mation mining. In this study, we demonstrate the application of

our DSM model in finding new sub-types and the results were

consistent with double-blind classification by experts. The

identified sub-types may serve as anchors for crossmodality

comparisons to achieve comprehensive definition of cell types.

Accurate morphological classification also provides an appro-

priate granularity for crossmodality joint analysis. In this study,

we used DSM-identified morphological clusters to define brain

region connections, which avoided the lack of resolution at pop-

ulation level and susceptibility to false positives at the single-cell

level. The inter-connected regions show significantly higher

levels of gene co-expression, which is valuable to explain spatial

gene expression data from the perspective of neural connec-

tions. More biological insights might be revealed by combination

with spatial gene expression data at the single-cell level.

Although our sequential representation and deep learning

models showed high performance in the morphological classifi-

cation tasks, several limitations and future improvements are

worth noting. First, the method is specifically designed for long-

range projecting neurons. It is not applicable for the classification

of neurons without long-range projections (e.g., most interneu-

rons). Second, our model neglects some local morphological

features (e.g., segment curvature, branching angle, etc.), which

also potentially bear information of cell identity.

There are several future directions related to our model. First,

motif analysis is a classical approach in the study of DNA se-

quences. It is interesting to identify repetitive and characteristic

sub-structuresof a cell type thatmightbe related tobothneuronal

identity and development history. Second, the DSM enables the

possibility of cross-species comparison. A metaphor for this is

comparing articles written in multiple languages. TheW2Vmodel

enables identification of paralogs of brain regions and the projec-

tion path analysis enables comparison of cell-type paralogs. This

will bemade possible with the availability of full-morphology data

from other species, the most possible one being the monkey in

the future.
EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

The lead contact for this work is Hanchuan Peng (h@braintell.org).
ions (Kolmogorov-Smirnov two-sided test). Red arrow: the 95th percentile of

nected region pairs with high co-expression scores. GO tree plot results show

eometric test, ‘‘BH’’ correction).
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Materials availability

This study did not generate new unique materials.

Data and code availability

The codes, preprocessed data files, and supplemental files are archived on the

Zenodo repository (https://doi.org/10.5281/zenodo.8186904 https://zenodo.

org/record/8188431).36 We also provide a python package integrating DSM

models, which can be easily installed by a ‘‘pip install DSM-tools’’ command;

source codes are also provided on Zenodo. To visualize neuron morphology

and retrieve neurons based on morphological similarity, we provide an

open-source online service.36

Transform neuron topological structure to sequence

Tree-like structures can be transformed into sequences through tree traversal

algorithms. Here, to make the local morphologies a continuous sub-sequence

and unfold these local morphologies along the neuron projection (from soma

todistal arbor),weapply adepth-first traversal algorithmwithdesigned traversal

order.

While the somanode is the only node that could havemore than two child no-

des, to avoid multifurcations the soma node is discarded from the neuronal

structure in advance, and its removal converts the neuron structure into several

binary trees. Afterward, we apply depth-first traversal strategy on each tree to

generate the corresponding sequences and concatenate them into one

sequence representing the full neuron structure. This depth-first search strat-

egy keeps adjacent connected nodes in the tree structure as close as possible

in the sequence representation. The rules for traversal were set as follows: sub-

trees with fewer leaf nodes and shorter path are visited first. Upon iterative

traversal through the tree nodes,weappendeachvisitednode to the sequence.

Finally, instead of using a series of spatial coordinates directly, we encode each

node with the ID of the brain region where it is located in the Common Coordi-

nate Framework v.3 (CCFv3) 3D reference space20 (resolution, 25 mm).

Preparation and pre-processing of dataset

The major classification and clustering tasks are conducted on a dataset of

1,282 neuron cells with labels, including 12 classes determined by their projec-

tion path in the CCF brain. Original reconstructed neurons have been pub-

lished in our previous work (SEU dataset),4 and preprocessed datasets were

stored in the Zenodo repository.36 The classes consist of CP_SNr (100 cells),

CP_GPe (180 cells), VPM (378 cells), ET_SS (159 cells), IT_SS (97 cells), VPL

(80 cells), LGd (78 cells), MG (50 cells), IT_VIS (48 cells), IT_MO (48 cells), RT

(33 cells), and ET_MO (31 cells).

The local morphologies (dendrites) dataset also come from the separation of

local dendrites from the full morphologies in the same 1,282 neuron cells

including the same 12 classes.

For the newly released dataset with more than 6,000 neurons,28 we catego-

rized them into 11 cell types according to their soma regions, and sampled 100

cells from each cell type, forming a dataset with 1,100 cells (Table S11).

For training brain regions, we used 1,074 cells (from the 1,282 cells) as a

training dataset and augmented it by adding four types of spatial Gaussian

noise (mean = 0 mm, standard deviation = 5, 10, 15, and 20 mm, respectively).

For each node, a random displacement is added to its spatial coordinate. After

the augmentation, the total dataset contained 5,370 neurons.

To standardize the neuron reconstructions, we performed two preprocess-

ing steps: small neuron segments, the length of which is less than 10 mm, were

removed and the distance between adjacent connected nodeswas readjusted

to 20 mm (using ‘‘resample swc’’, a Vaa3D built-in plugin,37 v.3.601).

Train brain regions to dense vectors

To utilize brain regions in neuron cell type analysis effectively, a proper method

is needed to vectorize regions. One-hot encoding encodes categorical fea-

tures by creating a binary column for each category. However, one-hot encod-

ing not only fails to indicate the relationship of encoded vectors but also

triggers dimension explosion if there are too many categories in a dataset.

Thus, in natural language process tasks, W2V is commonly used to train

word embeddings from one-hot encoding to dense vectors in a corpus.22

The intuitive idea behindW2V is to gather similar words and disperse irrelevant

words in their latent vector space. Since one-hot encodings of words are

similar to brain regions in our case, it is easy to extend thismethod to train brain

region encodings.
There aremultiplemodel architectures to trainW2V encodings. As illustrated

in Figure 2A, we selected continuous bag-of-words as the W2V architecture.

Initially, each word is encoded as 1-of-V vector using one-hot encoding, where

V is the size of the vocabulary (all words in the corpus). Instead of feeding a

whole sequence as input, we see each word (center word) and its neighboring

words (context words, size = N) as an input-output pair, transferring a com-

plete sequence into sub-sequences. The input layer projects context words

(N3 V data matrix) to the linear hidden layer (D-dimension latent space), using

a weight matrix W (V3D, shared by Nwords). At the hidden layer, the Nwords

embeddings are averaged as the center word representation (D-dimension,

dense vector), which is also used to predict the 1-of-V vector of the center

word. Given a one-hot encoding of input word, the W2V model gives its dense

vector by multiplying matrix W.

For the classification task of local morphology (dendrites) from the 1,282

SEU dataset, we further divided cortical regions to laminar levels, finding

that the detailed separation of brain regions can improve the performance of

local morphology classification by 8% (Figure S7).

The W2V model is available in an open-source python library, Gensim38

(v.3.7.0; API: gensim.models.Word2Vec; parameters; Table S1) for the training

of vector embedding.
DSM-HAN for morphology classification

We explored alternative models to reach higher and more robust performance

in classification. HAN19 is a supervised classification algorithm to classify doc-

uments in NLP. Unlike traditional document classification treating the whole

document as one continuous word sequence, HAN focuses on the structure

of the document and builds representations of sentences that are then aggre-

gated into a document representation.

The intuition of HAN is not classifying documents based on isolated words,

but rather relating the task with the interaction of words. By transplanting the

idea to neuron sequence, we introduce the DSM-HAN model, which decom-

poses a neuron sequence (a document) into segments (sentences) according

to the topology of neuron structure, and treats each segment as a sub-

sequence, representing local morphologies. The number of segments in each

neuron sequence and the segment length (the number of nodes in each

segment) are determined by their distributions (Figure S2).

The model architecture is summarized in Figure 3A. It has three parts: a

word-level network (blue boxes), a sentence-level network (yellow boxes),

and a classification network (orange boxes). The word- and sentence-level

networks have basically the same architecture including a word sequence

encoder (GRU, gated recurrent unit39), a word attention layer, and an average

layer. The classification layer consists of several fully connected layers,

outputting the probability estimation of cell types.

We used GRU to embed sequence data, and the attention layer to evaluate

the importance of each state in a sequence and to add weight to them. The

GRU belongs to the RNN family, with the ability to encode information from

sequence data. Compared with traditional RNN, the GRU has two types of

gates, reset gate rj and update gate zj, which are used for solving gradient van-

ishing in RNN-related training. At the j-th state of a sequence, the current hid-

den state hj is computed by

hj = zjhj� 1 + ð1 � zjÞ~hj

where update gate zj decides the proportion of current candidate hidden state
~hj to previous hidden state hj� 1 in current hidden state. The ~hj is computed as:

~hj = tanh ðWhxj +Uhðhj� 11rjÞ+bh Þ

where reset gate rj balances the contribution between current input informa-

tion and previous state information to candidate hidden state hj .

The gates rj and zj are computed by

rj = sigmoidðWrxj +Urhj� 1 +brÞ

zj = sigmoidðWzxj +Uzhj� 1 +bzÞ

The attention layer, origin from the attention mechanism, gives prominence

to important states in a sequence by assigning higher weights to them.
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The mechanism filters out fewer relative words and causes contributing words

to dominate in tasks. For the current state hj, we have

uj = tanh ðWwhj +bwÞ

aj =
exp

�
uT
j uw

�

P
j

exp
�
uT
j uw

�

s =
X
j

exp ðajhjÞ

where uj is the embedding of each state h by one-layer multilayer perception,

denoting the importance of each state, and aj is the normalized weight of the

state hj. s is the weighted sequence embedding as the final output, and sub-

scripts W, U, and b refer to trainable weights.

We built the DSM-HAN model using a TensorFlow40 (v.2.4.0) framework.

DSM-AE for morphology representation

Traditionally, neuron morphologies are encoded by selecting features that are

highly expert dependent and suffer from information loss inevitably. Here, we

introduce the autoencoder model, which is an unsupervised neural network

built for representation learning. The model aims to learn a latent representa-

tion of input neurons and reconstruct the original morphology from the latent

representation.

The autoencoder architecture is summarized in Figure 4A. The model has

two parts: encoder and decoder. The encoder part takes a neuron sequence

as input, and encodes it into a reduced dimension vector, representing the

neuron morphology; and the decoder is responsible for reconstructing the

original input sequence from the reduced vector. Both encoder and decoder

are composed of GRU layers, and they are connected by a RepeatVector

(RV) layer. The RV layer simply repeats its input data, and we used it here to

recover the sequence length. The implementation of DSM-AE is realized by

TensorFlow40 (v.2.4.0) framework.

We clustered the neurons with the encoder outputs. The clustering is per-

formed using the Density-Based Spatial Clustering of Applications with Noise

(DBSCAN) algorithm30 under strict clustering policy (Figure S9). Specifically,

the noise recognized by DBSCAN was removed first. This part is also realized

by the ‘‘scikit-learn’’ python package41 (v.1.0.2; API: sklearn.cluster.DBSCAN

and sklearn.metrics.adjusted_rand_score; parameters, see clustering policy:

Figure S9).

Quantification of the separation of 12 cell types is evaluated by the discrim-

inability.23 This part is realized by the python package ‘‘hyppo’’42 (v.0.3.2; API:

hyppo.discrim.DiscrimOneSample; parameters, default).

The post-processing methods include z-score normalization, PCA, tSNE,

UMAP, ISOMAP, MDS, and LLE, which are implemented by two python pack-

ages, including scikit-learn41 (v.1.0.2; API: sklearn.preprocessing.Stan-

dardScaler, sklearn.decomposition.PCA, sklearn.manifold.Isomap, sklearn.ma-

nifold.LocallyLinearEmbedding, sklearn.manifold.MDS, and

sklearn.manifold.TSNE; parameters, default) and the ‘‘umap-learn’’ python

package43 (v.0.5.3; API: umap.UMAP; parameters, default).

To provide predictions of cells similar to the input of themodel, we converted

the input cell sequence into a 32-dimension vector using the autoencoder

model and used the Euclidean distance to recommend the top 4 cells.

Hyperparameter determination

To achieve high performance of DSMmodels, we tested rounds of hyperpara-

meters and summarized the key results (Figure S2; Table S1).

For the hidden layer dimension of the W2V model (testing range, 1–80), we

found that the validation accuracy of DSM-HAN exceeded 90% with hidden

layer dimension >3 (Figure S2).

For DSM-HAN learning rate (LR), we fixed other parameters and trained

DSM-HAN under different LR values (0.1, 0.01, 0.001, and 0.0001). With

LR = 0.1, the training process resulted in overshooting where the training

loss dramatically increased. With LR = 0.0001, the rate of convergence was

low as the validation loss was still decreasing after 300 training iterations.

With LR = 0.01 or 0.001, convergence was observed between 50 and 100 iter-

ations. We conclude that LR is a crucial parameter for achieving high classifi-
12 Patterns 5, 100896, January 12, 2024
cation accuracy (Figure S13). The training of DSM-AE also follows the same

procedure and shows similar results (Figure S13).

The hierarchical attention network is a commonly used model in the NLP

area. The choice of the number of layers and dimensions has been in a previ-

ous study,19 and we downsize the two parameters considering the capability

of our device (GTX 2060Ti; Figure S2). We also suggest that users explore

new combinations of these tunable parameters with the major design un-

changed (Table S1).

We further tested a series of hidden layer dimensions for the DSM-HAN clas-

sification network, finding that the hidden layer dimensions hardly affect the

final training results (Figure S13).

TFIDF for morphology classification

In the field of natural language processing, the basic form of data is the

sequence. By transforming neuron reconstruction data to sequences, we can

extend numerous methods from the NLP area to a cell-type classification task.

The acronym TFIDF stands for term frequency and inverse document fre-

quency for a word. Term frequency is the number of times that a term occurs

in a document (a neuron sequence), indicating the importance of the term to

the document, and inverse document frequency is defined to measure how

unique the word is to the document in documents, calculated by dividing the

total number of documents by the number of documents containing the

word and then taking the logarithm of that quotient.

To perform feature extraction, neuron sequences are regarded as docu-

ments, which were converted to a matrix of TFIDF features (number of

documents 3 number of words), and then machine learning algorithms such

as SVM can be used on the TFIDF matrix. The feature extraction was imple-

mented using scikit-learn41 (v.1.0.2; API: sklearn.feature_extraction.text.Tfidf-

Vectorizer; parameters, default).

Comparison with alternative approaches

The TMD framework14,15 provides a flexible framework to vectorize neuron

morphologies. In this study, we used the TMD python package (v.2.2.0; API:

tmd.methods.get_persistence_diagram; parameters, default), using ‘‘radial

distance’’ as description function, to calculate the TMD features (see https://

github.com/BlueBrain/TMD for details).

NBLAST13 provides a direct cell-cell comparisonmethod bymeasuring pair-

wise neuronal similarity. We used the ‘‘NBLAST’’ R package (v.1.6.5; API:

nblast; parameters, v.2, other parameters, default). We obtained the similarity

between 1,282 cells, generating a similarity matrix (1,282 3 1,282).

The L-Measure features were acquired by ‘‘global_neuron_feature’’, a plugin

of Vaa3D37 (v.3.601). We collected 11 features from the results (Table S12).

The Sholl analysis44 were performed by a python script ‘‘sholl analysis.py’’,

which is archived on the Zenodo repository36 (https://doi.org/10.5281/zenodo.

8186904, see ‘‘neuron2seq_for_developer’’ folder; parameters, r_max:

10,000, and steps: 10).

Linear-kernel SVM, for neuronal morphology classification, is realized by the

scikit-learn python package41 (v.1.0.2; API: sklearn.linear_model.SGDClassi-

fier; parameters, loss hinge; others, default).

TextCNN27 was realized with three convolution layers (steps 2, 3, and 5), and

followed by a ‘‘concatenate’’ layer. We used the concatenated vectors for cell

classification. The codes are developed by TensorFlow40 (v.2.4.0).

TextRNN26was realized with twoGRU layers (dims 128 and 64) and followed

by two densely connected layers for classification. The codes are developed

by TensorFlow40 (v.2.4.0).

GCN25was realized by three simpleGCN layers (dims 128, 256, and 128), fol-

lowed by a ‘‘global_mean_pool’’ layer. We used the pooling embeddings as

neuron embeddings for classification. The codes are developed by Pytorch-

Geometric45 (v.2.1.0).

Outlier detection and automated dataset annotation

To identify unknown cell types, we developed an outlier detection module,

combining both the DSM-AE and DSM-HAN models. Our results using

DSM-HAN showed that we can provide a reliable cell-type identification for

input cells within the 12 projections we studied, but classifying cells beyond

the 12 classes was an unsolved problem. To address it, we trained 12 extra

one-class SVMs as outlier detectors to correct the DSM-HAN predictions,

assigning them to ‘‘unknown types’’ accordingly.

https://github.com/BlueBrain/TMD
https://github.com/BlueBrain/TMD
https://doi.org/10.5281/zenodo.8186904
https://doi.org/10.5281/zenodo.8186904
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Taking the DSM-AE embeddings as the training dataset, we trained these

one-class SVMs, predicting whether each cell is inside-class or outside-class

for each cell type. We implemented the one-class SVMs using scikit-learn

(v.1.0.2; parameters, default).

Analysis of co-expression genes in connected brain structures

We used a trained DSM-AE model to obtain embeddings of 1,282 cells, and

clustered them using the DBSCAN algorithm (see Figure S9 for clustering pol-

icy; see Table S13 for unsupervised labeling). For each cell type, we sorted

their target brain regions by projection strength, which is averaged over

each target brain region; and, by accumulating the first N averaged projection

strength until 90% of the total, we defined the first N brain regions as intercon-

nected within this cell type (Figure S14). To binarize gene expression in target

brain structures, for each Allen Brain Atlas21 experiment we determined the

threshold of gene expression as mean + 1 3 standard deviation. To perform

the functional enrichment analysis, we used the top 200 most frequently co-

expressed genes or 6,169 expressed genes (Table S14) as input gene set.

We used the enrichGO function of R package clusterProfiler (v.4.4.1).

SUPPLEMENTAL INFORMATION
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Figure S1. HAN segment-level encodings 

Hierarchical clustering was performed for the HAN segment-level encodings for each cell, 

resulting in two clusters of segments corresponding to the first division of the hierarchical tree. 

Here we display the top-views of 40 neurons from two cell types, CP_SNr and ET_MO, and 

segments from same cluster are decorated by same color. 

 

 



 

Figure S2. Training details of word2vec 

A. Training loss of word2vec. X-axis indicates the dimension of hidden layer (the size of w2v 

encodings); Y-axis indicates training loss in the latest epoch. B. Testing accuracy of DSM- HAN 

under different W2V dimension. X-axis indicates the dimension of hidden layer (the size of w2v 

encodings); Y-axis indicates the testing of accuracy for DSM-HAN classification. C. The 

distribution of segment length. We used the mean value as the aligned segment length. D. The 

distribution of the number of segments in each neuron. We used the mean value as the aligned 

segment number. E. Architecture of DSM-HAN in this study. F. Architecture of DSM-AE in this 

study. 



 

 

 
Figure S3. Comparison between HAN and simple classifiers on direct WV2 sequences 

A. Flatting word2vec encoding sequences as vectors, we applied downstream analysis, 

including classification, clustering, and representation analysis on them. B. The classification 

comparison between DSM-HAN and simple classifiers, including random forest, and multilayer 

perceptron (numbers above box: P-Values of the Mann-Whitney U rank test (one-side) on test 

accuracy between DSM-HAN and others).  

 

 

 



 
Figure S4. Clustering of HAN neuronal encodings for cells with or without sequence 

reverse 

Each dot represents a neuron and each plot shows the results of UMAP dimension reduction. 

Here, we tested all the 1,282 cells from twelve cell types (from the SEU dataset) and colored 

original (red) and reversed (blue) cells. The statistics and P-Values of one-side ‘One Sample 

Discriminability test’ are displayed below the plots. 

 

 



 

Figure S5. Comparison between brain region features and direct node coordinates 

The comparison between our brain region features (W2V encodings), and node coordinates 

(X-Y-Z) using DSM-HAN on the SEU dataset. Our brain region feature achieved the higher 

classification accuracy (92.76%), while the other is 71.44% (numbers above box: P-Values of 

the Mann-Whitney U rank test (one-side) on test accuracy between two features). 

 

 

 

Figure S6. Classification in the 1,100 cells including 11 cell types 

A. UMAP embeddings of the 1,100 cells encoded by DSM-HAN (average testing accuracy, 

92.2%). B. Training process of DSM-HAN on the new dataset. 

 

 



 

Figure S7. The comparison between DSM-HAN and alternative methods on the local 

morphology 

Local morphologies are dendrites from SEU dataset, and DSM-HAN achieved the highest 

classification accuracy (76.4%). Accuracy of alternative approaches: TF-IDF = 63.8%, NBLAST 

= 48.6%, Sholl analysis = 49.5%, L-measure = 53.0%, TMD = 43.0%. We further refined brain 

region assignment considering layers of brain regions, and received accuracy of DSM-HAN-

layer, 84.7%, and TFIDF-layer, 73.6% (numbers above box: P-Values of the Mann-Whitney U 

rank test (one-side) on test accuracy between DSM-HAN and respective method). 

 

 



 

Figure S8. Comparison of robustness for alternative approaches 

A-E. The robustness test to spatial noises for alternative approaches (TFIDF, TMD, NBALST, 

Sholl Analysis, and L-Measure). The Gaussian noises (mean = 0mm) were applied on these 

neuron reconstruction coordinates, with noise level (the standard deviation of Gaussian 

distribution) gradually increased from 10mm to 1000mm (step size: 50mm). Testing results 

indicated that TFIDF and NBLAST were able to maintain their accuracy under spatial noise < 

100 mm, while the performance of others fell dramatically. 



 

 

 

Figure S9. Clustering policy for DBSCAN algorithm 

We pre-define parameter space for grid searching, and the input embeddings are passed to 

DBSCAN for clustering according the policy. The best clustering results were saved for 

annotating. 

 

 



 
 

Figure S10. Cell retrieval examples 

For the cell retrieval task, we provide both target cells and not-target cells for query cell, 

illustrating the diversity of neuron morphologies in this dataset and that this is also captured by 

our method. Columns 1 represents input cell, columns 2-4 represent target cells , and columns 

6-9 represent non-target cells. 

 

 



 
Figure S11. Re-clustering analysis for 6 cell-types of the SEU dataset 

Re-clustering was operated on the DSM-AE representation of neurons. For each cell-type, the 

UMAP layout was shown. Soma region, cortical layers or projection sub-types were indicated 

by categorical colors or shapes. Number of targets and projection strength of representative 

target regions were represented gradient colors. For IT_SS cells, re-clustering of two sub-types 

(IT_SSp-bfd and IT_SSp-m) was shown. 

 



 

Figure S12. Supplemental co-expression analysis 

A. Histogram for the distribution of co-expression scores of connected and unconnected brain 

regions pairs, which are from different major brain region. ‘Percent’ indicates the percent of 

observations that fall within a specific bin. Colors represent brain regions’ state (P-Value: 2.92e-

24, two-sided KS test). B. Co-expression brain regions. Scatterplot of 2,251 pairs of connected 

regions with strong co-expression (selected by co-expression score, threshold 0.180). The x- 

and y-axis represent co-expression scores and the numbers of co-expression genes. C. 

Functional enrichment analysis of genes expressed in the brain atlas. GO tree-plot results show 

the clustering of top-15 enriched functional terms (adjusted P-Values, hypergeometric test, ‘BH’ 

correction). 

 

 



 

Figure S13. Training details of DSM-HAN 

A. Learning rate tests for training of DSM-HAN model. From left to right, learning rate 

significantly affects the convergence of training. With LR=0.1, the training loss dramatically 

increased. With LR=0.0001, the rate of convergence was low as the validation loss was still 

decreasing after 300 training iterations. With LR=0.01 or 0.001, reasonable convergence can 

be observed. B. Learning rate tests for training of DSM-AE model. C. The classification 

performance under different hidden layer dimensions of classification network (dim = 16, 32, 

64, 128). We found that this parameter can hardly affects the performance.  

 

 



 

Figure S14. Policy for determining brain region connection 

To retrieve the brain region connections at whole mouse brain level, we first identified the 1,282 

neuron cells into 11 clusters, using DSM-AE embeddings and DBSCAN algorithm. For each 

cell type, we reordered their target brain regions in descending order by averaged projection 

strength (from left to right). By accumulating the first N averaged projection strength until 90% 

of total projection strength, the first N regions are defined as connected. The regions below blue 

dots represent connected regions, while the regions below orange dots are unconnected 

regions. 

 

 

 

 

 

 

 

 

 

 

 

 



Supplemental Tables 

 

Table S4. The measurements of ARI and discriminability on DSM-AE representations.  

The correspondence of clusters and cell types is evaluated by ARI, and we calculate the ARI 

metric under alternative post-processing methods. The quantification of DSM-AE 

representation, is evaluated by discriminability, which also takes post-processing methods into 

consideration. 
 Standardization PCA ISOMAP MDS LLE UMAP TSNE 

DSM-AE 0.577 0.549 0.605 0.544 0.592 0.677 0.719 

TFIDF 0.105 0.252 0.486 0.423 0.408 0.400 0.459 

NBLAST 0.107 0.001 0.170 0.006 0.045 0.018 0.207 

TMD 0.092 0.065 0.201 0.065 0.451 0.336 0.501 

Sholl 

analysis 
0.000 0.001 0.006 0.002 0.007 0.013 0.004 

L measure 0.042 0.128 0.525 0.036 0.535 0.620 0.665 

flatten 

neuron 

sequence 

0.144 0.145 0.468 0.002 0.060 0.384 0.553 

 

 

Table S6. Outlier detector performance.  

An outlier detector is trained to filter unknown cells (not belong to the 12 classes). The training 

is performed on SEU dataset, and the testing is on Janelia dataset. 

Celltype num_cells HAN_prediction outlier_detection_correction Note: 

training 

dataset 

comes 

from 

seu(128

2 cells) 

VPM 378 386 356 

VPL 80 73 57 

IT_MO 48 51 51 

ET_MO 31 29 24 

IT_VIS 48 47 39 

ET_SS 159 162 159 

IT_SS 97 95 82 

MG 50 50 36 

CP_GPe 180 180 166 

CP_SNr 100 97 79 

LGd 78 78 72 

RT 33 34 25 

(sum) 1282 1282 1146 

 

 

 

 

 

 

 



Table S12. Summary of 22 L-Measure features used in this study. 

Number of Nodes 

Soma Surface 

Number of Stems 

Number of Bifurcations 

Number of Branches 

Number of Tips 

Overall Width 

Overall Height 

Overall Depth 

Average Diameter 

Total Length 

Total Surface 

Total Volume 

Max Euclidean Distance 

Max Path Distance 

Max Branch Order 

Average Contraction 

Average Fragmentation 

Average Parent-daughter Ratio 

Average Bifurcation Angle Local 

Average Bifurcation Angle Remote 

Hausdorff Dimension 
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