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MOTIVATION The task of assessing the pathogenicity of missense variants is key to interpreting genetic
data. A promising strategy involves evaluating variant effects within the context of protein structure. How-
ever, the scarcity of known 3D protein structures has hindered the exploitation of structural information, as
protein structure is critically important for ensuring proper molecular function. The advent of AlphaFold2
has begun to change this situation by enabling extensive, accurate predictions of 3D structures. Here,
we introduce SIGMA, which utilizes AlphaFold2 predictions to evaluate the effects of missense variants
in the context of predicted protein structures.
SUMMARY
Leveraging protein structural information to evaluate pathogenicity has been hindered by the scarcity of
experimentally determined 3D protein. With the aid of AlphaFold2 predictions, we developed the struc-
ture-informed genetic missense mutation assessor (SIGMA) to predict missense variant pathogenicity. In
comparisonwith existing predictors across labeled variant datasets and experimental datasets, SIGMAdem-
onstrates superior performance in predicting missense variant pathogenicity (AUC = 0.933). We found that
the relative solvent accessibility of the mutated residue contributed greatly to the predictive ability of
SIGMA.We further explored combining SIGMAwith other top-tier predictors to create SIGMA+, proving high-
ly effective for variant pathogenicity prediction (AUC = 0.966). To facilitate the application of SIGMA, we pre-
computed SIGMA scores for over 48 million possible missense variants across 3,454 disease-associated
genes and developed an interactive online platform (https://www.sigma-pred.org/). Overall, by leveraging
protein structure information, SIGMA offers an accurate structure-based approach to evaluating the patho-
genicity of missense variants.
INTRODUCTION

Interpreting human genetic variants relies heavily on predicting

their impacts on the protein products. For example, protein-trun-

cating variants (e.g., nonsense variants and frame-shifting vari-

ants) often lead to loss of function of the protein and are likely
Cell Re
This is an open access article under the CC BY-N
to be classified as pathogenic variants. Variants that affect

mRNA splicing could lead to the loss of function or altered func-

tion of the resulting protein. In contrast, missense variants, which

are themajority of clinically relevant variants, produce highly var-

iable effects on protein structure and function, and only a small

proportion of them are pathogenic.1,2 There are a huge number
ports Methods 4, 100687, January 22, 2024 ª 2023 The Authors. 1
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of potential missense variants (�76 million) in the human exome.

Recently, many community efforts have been made to charac-

terize these missense mutations experimentally in a high-

throughput manner, commonly known as deep mutational scan-

ning.3–5 However, this approach is extremely time consuming

and remains constrained in its scope. Notably, most proteins

do not have such measurements available, leaving a significant

portion of variants whose significance remains uncertain.

In order to assess the pathogenicity of missense variants in sil-

ico, a number of state-of-the-art variant effect predictors (VEPs)

havebeendeveloped, suchasSIFT, REVEL, and EVE.6–8 Features

commonly used to train the VEPs include variant frequency, evolu-

tionary conservation, and the physiochemical properties of the

amino acids.8–10 In addition to using a single source of informa-

tion, integrating the results of multiple VEPs can significantly

enhance the performance.11 Given the close relation between

the structure and function of proteins, the structural context of a

variant represents promising information independent of variant

frequency and evolutionary conservation.12,13 However, the scar-

city of high-resolution 3D protein structures has hindered the

development of VEPs that exploit protein structural information.14

Recent advances in computational technology have provided

breakthroughs in protein structure modeling.15–17 Among the

most successful achievements, AlphaFold2 predicts 3D protein

structures with near-experimental accuracy and has expanded

the structural coverage of the human proteome from 17% to

98.5%.18,19 The extensive and accurate structural information

has an unprecedented potential to aid variant effect prediction.

This study aimed to assess the pathogenicity of missense var-

iants using structural information derived from predicted protein

3D structures. A machine learning model, structure-informed

genetic missense mutation assessor (SIGMA), was trained on

high-quality variant data labeled with clinical significance. We

assembled the outputs of deep mutational scanning (DMS) ex-

periments as an independent dataset to benchmark the perfor-

mance of VEPs. We also explored the potential application of

combining SIGMA with other VEPs. For easy access, we pre-

computed SIGMA scores for all possible missense variants in

the disease-associated genes and accommodated them in an

interactive online platform (https://www.sigma-pred.org/).

RESULTS

Structure-informed features are associatedwith variant
pathogenicity
The design and workflow of our study are shown in Figure 1. A

total of 27,165 benign and 22,957 pathogenic missense variants

were retrieved from the gnomAD and the ClinVar databases

(Table S1). In addition, 27,928 variants in six proteins systemat-

ically characterized by DMS experiments were included to inde-

pendently assess the VEPs. For each variant, we extracted 57

features derived from the 3D protein structures predicted by

AlphaFold219 (Table S2). Of the 57 features included, the variant

pathogenicity was most significantly associated with two of

them: the relative solvent accessibility (RSA) and the free energy

difference (DDG) between the wild-type and mutant proteins

(Figure S1; Table S2). The RSA of pathogenic variants was signif-

icantly lower compared to that of benign variants (p = 2.89e–
2 Cell Reports Methods 4, 100687, January 22, 2024
2,276, Wald test; Figure 2A), consistent with the fact that most

proteins are less tolerant of buried mutations than exposed mu-

tations.20DDGmeasures the effect of a single amino acid substi-

tution on protein stability. Our findings, showing that pathogenic

variants are often associated with more substantial changes in

protein stability than benign variants (p = 6.99e–1,121, Wald

test; Figure 2B), are in line with previous research using FoldX

and Rosetta. This observation further emphasizes the crucial

role of protein stability in the pathogenicity of missense variants.

By affecting the protein’s stability, these variants can alter the

protein’s function, leading to potential pathogenic conse-

quences. It is, therefore, essential to consider the protein stability

changes when assessing the potential pathogenicity of

missense variants.

As expected, the breakage of disulfide bonds had the highest

positive predictive value among all structural features (odds ratio

[OR] = 93.8, 95% confidence interval [CI] = 44.5–198, p = 3.23e–

138, Pearson’s chi-squared test; Figure 2C). Almost all (98.72%)

missensevariants thatdisruptedadisulfidebondwerepathogenic,

supporting the essential role of disulfide bonds in protein function.

The association between the type of secondary structure where

a variant was located and its pathogenicity is also consistent with

prior knowledge. Mutations in loops or irregular stretches (Dictio-

nary of Secondary Structure of Proteins [DSSP]-C) of a protein

tended to be benign (OR = 0.32, 95% CI = 0.31–0.34, p = 2.17e-

714, Pearson’s chi-squared test). In contrast, mutations in regular

secondary structures tended to be pathogenic, especially those in

alpha helices (DSSP-H;OR=1.73, 95%CI= 1.66–1.79, p = 1.48e–

173, Pearson’s chi-squared test) or beta-sheets (DSSP-E; OR =

1.97, 95% CI = 1.87–2.08, p = 1.55e–141, Pearson’s chi-squared

test; Figure 2D; Table S2).

SIGMA outperformed existing VEPs in predictive ability
Using the training dataset of 40,195 variants with structural fea-

tures, we developed SIGMA, a gradient boosting machine

(GBM)-basedmodel to predict the pathogenicity of missense var-

iants. The quantitative SIGMA scores for potential pathogenicity

of the variants (from 0 to 1) showed a bimodal distribution (Figur-

es 3A and S2A), suggesting a strong discriminative ability of

SIGMA. For the training set, an area under the receiver operating

characteristic (ROC) curve (AUC) of 0.944 (95%CI = 0.942–0.946;

Figures 3B and S3A) was yielded with out-of-fold predictions.

Consistently, high prediction accuracy was obtained on the test

set (AUC = 0.933, 95% CI = 0.928–0.938; Figure 3C). When

compared to 16 individual predictors, SIGMA performed better

than all the individual predictors, and its performance was signif-

icantly better than 15 out of the 16 predictors, whose AUCs

ranged from 0.779 (FATHMM) to 0.929 (MutPred) (Figure 3D).

To limit thedatacircularity thatmayexaggerate theperformance

of predictors, the DMS dataset for six proteins was assembled as

an independent testdataset.Asa result,SIGMAachieved thehigh-

est correlation with DMS dataset among all individual predictors

(overall rho = 0.419, Spearman’s correlation analysis), especially

for BRCA1 (rho = 0.286), PTEN (rho = 0.519), and HRAS (rho =

0.404; Figures 3E and S4A; Table S3). The closest competitor

was DEOGEN2 (overall rho = 0.387, Spearman’s correlation anal-

ysis; Figure 3E), which incorporated extensive heterogeneous in-

formation. Remarkably, the performance ranking of the recently

https://www.sigma-pred.org/


Figure 1. Schematic illustration of the study design

Step 1: data collection of variant datasets. A total of 27,165 benign and 22,957 pathogenicmissense variants were retrieved from gnomAD andClinVar databases

as the ‘‘gold standard.’’ In addition, 27,928 variants in six proteins systematically characterized by DMS experiments were included to provide an independent

measurement for assessing predictors. Step 2: extraction of structure-informed features. For each variant, 57 features were extracted based on protein 3D

structure predictions. Step 3: development and evaluation of SIGMA. The gold standard dataset was sorted in chronological order and divided with 80% used for

training and 20% for testing (see STAR Methods). Using the GBM algorithm, we developed SIGMA to predict the variant pathogenicity. ROC analysis and

correlation analysis were used to evaluate the performance of SIGMA on the test dataset and the DMS dataset, respectively. DMS, deepmutational scanning; 3D,

three-dimensional; SIGMA, structure-informed genetic missense mutation assessor; GBM, gradient boosting machine; ROC, receiver operating characteristic;

RSA, relative solvent accessibility; DDG, the unfolding free energy difference between the wild-type and mutant protein; SS-bond: disulfide bond.
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Figure 2. The associations of structure-

informed features with variant pathoge-

nicity

(A and B) The differences of RSA (A) and DDG

(B) between 27,165 benign and 22,957 pathogenic

variants (Mann-Whitney U test). The violin plot

depicts the distribution of specific features using

density curves. The boxes show the median ± one

quartile. Whiskers extend 1.5 times the inter-

quartile range.

(C) Mutations that broke the disulfide bond (blue =

benign, red = pathogenic).

(D) Forest plot for effect sizes of mutations with

eight secondary structure types assigned by the

DSSP program. Center values represent OR, and

error bars represent the 95% CI for the OR. p

values were calculated by using Pearson’s chi-

squared test. RSA, relative solvent accessibility;

DDG, the unfolding free energy difference be-

tween the wild-type and mutant protein; OR, odds

ratio; SS-bond, disulfide bond; DSSP codes: C,

loop; H, alpha helix; E, beta sheet; S, bend; G,

3-helix; I, 5-helix; T, hydrogen-bonded turn; B,

residue in isolated beta bridge.
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developed predictor, EVE, improved from number six on the

labeled dataset to number three on the DMS dataset (Figure 3E).

The robustness of EVE, an unsupervised deep learning tool, could

likely account for its enhanced performancewhen assessed using

independent DMS datasets. To conduct a more in-depth investi-

gationduring thebenchmarkingagainst othermethods,wespecif-

ically focused on the BRCA1 DMS dataset, which has predefined

threshold (considering variants with scores greater than one as

pathogenic) calibrated in the original publication.21 Assessing the

performance of predictors on the BRCA1 DMS dataset through

ROC analysis, SIGMA demonstrated superior performance with

an impressive AUC of 0.911 (Figure S4C). These results under-

score the proficiency and robustnessof SIGMA inpredicting path-

ogenicity, particularly when compared to existing methods.

Systematic integration of structural features optimized
the performance of SIGMA
Through a feature importance analysis of the SIGMA model, we

found that the residue-level feature, RSA, contributed most to

the discriminative ability of SIGMA (Figure 4A; Table S2), followed

by twomutation-level features (DDGandDvan derWaals clashes).

These findings were consistent with our initial feature-level anal-

ysis. Intriguingly, seven of the ten most important features were

protein-level features, demonstrating the essential role of wild-

type protein stability in predicting variant pathogenicity.

Notably, in200geneswithat least tenpathogenicand tenbenign

variants for evaluation, itwas found thatRSAaloneachievedanac-

curacy of greater than 0.8 in 72 genes, whereas SIGMA achieved

the same level of accuracy in 147 genes (Table S4). RSA had the

highest classification accuracy for the ion channel genes (p =
4 Cell Reports Methods 4, 100687, January 22, 2024
8.67e�04; Figure 4B; Table S5). Thus,

while SIGMA is more effective overall,

RSAalone still hassomeutility in predicting

variant pathogenicity in specific genes.
However, using RSA alone resulted in unsatisfactory perfor-

mance for 21 out of 200 genes, with an accuracy of less than

0.5, which was enriched in the collagen gene family (p =

1.99e�06; Figure 4C; Table S5). Misclassification of mutations

in the triple-helix domains of collagen genes by RSA could be

attributed to the use of structures of collagen monomers rather

than triple helices for RSA value calculations. Despite the limita-

tions of RSA, SIGMAwas able to accurately predict the pathoge-

nicity of variants in collagen genes by incorporating additional

structural features such as glycine-associated features. An illus-

trative instance is the poor performance of RSA for mutations in

the COL6A2 protein (accuracy = 0.3, specificity = 0.45, sensi-

tivity = 0.18), which were accurately classified (accuracy =

0.91, specificity = 0.79, sensitivity = 1) by SIGMA (Table S5). In

summary, by integrating multiple structural features, particularly

RSA, SIGMA achieved superior performance.

Application of SIGMA in variant interpretation
Based on the predictions of SIGMA in the training set, we exam-

ined its performance using different thresholds and found an

optimal threshold of 0.498 for determining the pathogenicity of

variants, yielding an accuracy of 85%, a sensitivity of 88%,

and a specificity of 83% in the test dataset (Table S6).

We further compared the gene-level performance of SIGMA

and two state-of-art VEPs (EVE and REVEL) for every gene

with at least ten pathogenic variants and ten benign variants.

SIGMA performed exceptionally well in predicting variant path-

ogenicity in certain genes that are difficult to assess using other

methods (i.e., EVE and REVEL) (Table S5). This may be

because SIGMA relies mainly on protein 3D structure to obtain
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Figure 3. The performance of SIGMA

(A) The distribution of SIGMA scores for 20,047 pathogenic (red) and 20,148 benign (blue) variants in the training set. SIGMA scores were calculated using out-of-

fold predictions.

(B and C) Receiver operating characteristic (ROC) curves of SIGMA scores in the training set (B) and test set (C).

(D) Comparison of area under the ROC curves (AUCs) of SIGMA and 16 individual variant effect predictors (VEPs) using the test set.

(E) Rank of correlation between individual VEPs and deepmutational scanning (DMS) measurements. Spearman’s correlation was calculated between functional

scores from DMS experiments and prediction scores from SIGMA as well as 17 individual VEPs. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.
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structural information, which provides a different perspective

compared to other methods. One example is the TSC2 protein,

a well-studied protein associated with tuberous sclerosis (MIM:

613254). Our findings indicated that SIGMA demonstrated a

superior bimodal distribution of SIGMA scores for variants in

the TSC2 protein compared to REVEL and EVE. The consis-

tency between the distribution of variant pathogenicity and

the RSA level emphasizes the significance of incorporating

structural features to evaluate variant pathogenicity. Further-

more, we observed that the recommended cutoff values of

REVEL and EVE were not suitable for the TSC2 gene, high-

lighting the necessity of gene-level cutoffs for these methods

(Figure 5A). We performed SIGMA score calculations for all po-

tential single amino acid substitutions in the TSC2 protein. The

data also showed that mutations of buried amino acids tended

to be more pathogenic, but those replaced by hydrophobic

amino acids were predicted to be less severe (Figure 5B).

The results revealed that SIGMA scores were capable of distin-

guishing between different amino acid substitutions of buried

residues by incorporating additional features.

Sequence conservation, population frequency, and regional

missense constraint have been demonstrated to be predictive of

variant pathogenicity.8,22,23 To investigate the relationship of
SIGMA with these well-established predictors, and to analyze

the association between structural information and other aspects

of information sources, we examined the distribution of SIGMA

scores in various subgroups of variants. These subgroups were

classifiedaccording to thedegreeof sequenceconservation, pop-

ulation frequency, and regional missense mutational constraint.

We found that variants with high SIGMA scores were prone to

occur in highly conserved regions (Figure 6A), to have low popula-

tion frequencies (Figure 6B), and tobepresent in regions intolerant

to missense variations (Figure 6C). Moreover, SIGMA distin-

guishedwell betweenpathogenicandbenignvariants ineachsub-

group (Figures 6A–6C). These results implied that SIGMA might

serve as a valuable addition to the current predictors by providing

a separate, independent sourceof information, thusenhancing the

ability to predict the variant pathogenicity.

We also determined the predictive ability of SIGMA on gain-of-

function (GoF) and loss-of-function (LoF) variants since these

variants may have different structural properties. SIGMA per-

formed better in the LoF group (recall rate = 86.43%) than in

the GoF group (recall rate = 74.09%; p = 3.01e�05, Pearson’s

chi-squared test; Figure S5), probably because GoF variants

often affect protein-protein interaction sites, which is not

captured by our features.
Cell Reports Methods 4, 100687, January 22, 2024 5



A B

C

Figure 4. The importance of RSA in predicting variant pathogenicity

(A) The top ten most important features that contributed to the discriminative ability of SIGMA.

(B and C) Gene set enrichment analysis plot for the ion channel genes (B) and the collagen family genes (C). The predictive ability of the RSA for the genes with at

least ten pathogenic and ten benign variants. RSA, relative solvent accessibility; DDG, the unfolding free energy difference between the wild-type and mutant

protein; DG, the unfolding free energy of the wild-type protein; VdW, van der Waals.
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In silico saturation mutagenesis by SIGMA
To facilitate the use of SIGMA by clinicians and researchers, we

have pre-computed SIGMA scores for all possible missense vari-

ants (more than 48 million variants) across disease-associated

genes (n=3,454) that have at least onequalifiedpathogenic variant

in ClinVar database, and we developed an interactive online plat-

form to disseminate them (https://sigma-pred.org/). Based on the

results from computational saturation mutagenesis in all disease-

associated genes,wedetermined a pathogenicitymatrix by calcu-

lating mean SIGMA scores for each type of substitution. On

average, variants were more likely to be pathogenic when the

wild-type residues were replaced by proline or when hydrophobic

residueswerechangedtohydrophilic residues (Figures6DandS6).

Combining SIGMA with other predictors further
enhanced its performance
When we combined SIGMA with the top individual predictors

(i.e., DEOGEN2, EVE, PROVEAN, and MutPred) ranked by per-

formance on the DMS dataset, various combinations of these

five predictors enhanced the predictive performance (AUC

ranged from 0.942–0.954; Figure 7A). SIGMA+, the combination

of all five predictors, significantly discriminated between benign

and pathogenic variants (Figure S2B and S2C), with the highest

accuracy on the training set (AUC = 0.96, 95%CI = 0.957–0.964,

p < 2.2e�16; Figures 7A, 7B, and S3B) and the test set (AUC =

0.966, 95% CI = 0.957–0.974, p < 2.2e�16; Figure 7C). Impor-
6 Cell Reports Methods 4, 100687, January 22, 2024
tantly, SIGMA made the most contribution to the combination,

whereas DEOGEN2 contributed the least (Figure S7).

We also compared SIGMA+ to 11 meta-predictors. Overall,

SIGMA+ outperformed all other meta-predictors, whose AUC

values ranged from 0.81 (DANN) to 0.95 (VEST4) (Figure 7D). An

assessment using the independent DMS dataset also supported

the superior performance of SIGMA+ (overall rho = 0.421, Spear-

man’s correlation analysis). Notably, SIGMA+ achieved the high-

est correlationwithDMSdata for all proteins exceptP53, forwhich

MetaLRperformedbest (Figures 7E andS4B; Table S3).When as-

sessing theperformanceofpredictorson theBRCA1DMSdataset

through ROC analysis, SIGMA+ demonstrated superior perfor-

mance with an AUC of 0.87 (Figure S4D). Therefore, digging into

additional sources of information may be more advantageous

than iteratively constructing meta-predictors using an increasing

number of existing predictors.

DISCUSSION

In this study,wedevelopedSIGMA, amachine learningmodel that

predicts the pathogenicity of missense variants based on struc-

tural information. We demonstrate the superior performance of

SIGMA and SIGMA+ compared to existing VEPs when evaluated

on a labeled variant dataset and an experimental dataset.

The protein structural features used to train SIGMA are mainly

based on empirical knowledge that has long been used to

https://sigma-pred.org/
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Figure 5. Predictions for variants in TSC2 protein

(A) The SIGMA, EVE, and REVEL scores for all labeled variants in TSC2 protein.

(B) The heatmap for SIGMA scores of all possible amino acid substitutions in TSC2 protein.
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evaluate the pathogenicity of amino acid changes. For example,

a missense variant in a cysteine residue could destroy a disulfide

bond and disrupt protein stability,24 or a missense variant

affecting a residue in defined secondary structures (such as

alpha helices and beta sheets) is more likely to be pathogenic.13

However, in the absence of a high-resolution protein structure, it

is difficult to assess such protein-level features for clinical variant

interpretation accurately.13,14 The many accurate protein struc-

tural models provided by AlphaFold2 enabled us to extract a

wide range of features for most proteins,25 which would not be

possible in years if relying on crystallographic protein structures.

Theprominent contributory feature inSIGMA isRSA,whichmea-

sures the extent of burial or exposure of the residue in the 3D struc-

ture that is essential for the folding and stability of the protein. Thus,

the variant’s position, regardless of the specific amino acid change,

is a strong predictor of variant pathogenicity. This is in line with a

recent study that identified significant positional clustering of path-

ogenic variants.26 By identifying the key regions that are vulnerable

to genetic variants (i.e., regions with a low RSA), SIGMA provides

additional insights into themechanisms that underlie this clustering.

In addition, structural features calculated from the 3D structure

could better reflect the spatial clustering of pathogenic variants

comparedwith the reportedpositional clustering,whichwasbased

on a linear protein model.26 However, a single structural feature is

insufficient to predict variant pathogenicity. Although RSA contrib-

utedmost to thediscriminativeability ofSIGMA, itspredictiveaccu-
racy for collagen family genes was limited possibly due to the

distinct structural features of collagen triple helices. However, the

implementation of SIGMAwas successful in correcting the predic-

tion errors of RSA. Therefore, the systematic integration of all struc-

tural features by the machine learning algorithm optimized the per-

formance of SIGMA.

The presence of data circularity may exaggerate the perfor-

mance of predictors and thus hinder the performance evaluation

of VEPs.27 Type I circularity occurs when variants in the training

phase are reused in the testing phase, which is especially com-

mon for meta-predictors. To avoid type I circularity, we sorted

the variation data in chronological order, and more recent vari-

ants, which were entirely naive for existing predictors, were

used as the test set. Besides, we used an experimental dataset

assembled from the outputs of DMS studies to provide an inde-

pendent measurement for benchmarking the performances of

various predictors, which also limits the data circularity.

While AlphaFold2 has revolutionized the field of protein struc-

ture prediction by increasing the coverage of the human prote-

ome to an impressive 98.5%, it is important to note that a non-

negligible portion of these predicted structures are still of low

confidence. AlphaFold2 is known to produce low-confidence

predictions for regions that are intrinsically disorderedor unstruc-

tured in isolation. Despite this limitation, our study found that var-

iants located in these regions without secondary structure are

more likely to be benign. Therefore, the impact of low-confidence
Cell Reports Methods 4, 100687, January 22, 2024 7
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Figure 6. The application of SIGMA in

variant interpretation

(A–C) The distribution of SIGMA scores in various

subgroups of variants classified by the degree of

sequence conservation (A), population frequency

(B), and missense mutational constraint (C). The

boxes show the median ± one quartile. Whiskers

extend 1.5 times the interquartile range. The

Mann-Whitney U test was performed between the

SIGMA scores of benign variants and pathogenic

variants. A two-sided p < 0.05 is considered a

statistically significant difference.

(D) The heatmap shows a pathogenicity matrix for

each type of amino acid substitution. The patho-

genicity for each type of amino acid substitution

was measured using mean SIGMA scores based

on results from computational saturation muta-

genesis in all disease-associated genes. The

colors range from yellow (low pathogenicity) to

black (high pathogenicity). ****p < 0.0001. AA,

amino acid.
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regions on variant prediction is limited. Additionally, for areas in

which AlphaFold may not provide reliable predictions, including

regions with secondary structures, we recommend that users

of our SIGMA tool should consider not just the predicted patho-

genicity of variants but also the pLDDT confidence level provided

by AlphaFold2. This more integrative approach is expected to

help users make more informed decisions, especially in cases

where the AlphaFold2 predictions might be of lower confidence.

Overall, while AlphaFold2 represents a significant advancement

in the field of protein structure prediction, further improvements

are needed to accurately predict the structure of all proteins,

including those that are intrinsically disordered or unstructured.

In conclusion, we provide an independent source of informa-

tion for predicting the pathogenicity of missense variants by

leveraging protein structure information. We expect SIGMA and

SIGMA+ to aid in interpreting genetic and genomic data and to

contribute to the future development of more powerful meta-

predictors.
8 Cell Reports Methods 4, 100687, January 22, 2024
Limitations of the study
Our study has several limitations. We were

unable to model the mutant protein struc-

turebasedon the current AlphaFold2 algo-

rithm, which precluded an accurate char-

acterization of the structural alterations

caused by the genetic mutations.28,29 In

addition, SIGMA did not incorporate pro-

tein-protein interactions, which are often

involved in the mechanism of GoF vari-

ants.30 Currently, we focus on the

missense variants, which account for

most of the overall genetic variations seen

in humans. Other variation types are more

complicated and require more accurate

protein structure predictions. Furthermore,

state-of-the-art algorithms, typically su-

pervised and reliant on clinical labels, often

exhibit inflated accuracy in real-world pre-
diction scenarios. Recent developments in this field have shown

that unsupervised models utilizing sequence data alone, such as

ESM-1v31 and EVE,8 have achieved notable success in predicting

the effects of variants. These models have been proved to be

fundamentally generalizable as they avoid learning from clinical la-

bels. This highlights the potential of unsupervised learning on pro-

tein 3D structure data to providemore accurate and robust predic-

tions. Thus, building a comprehensive and unsupervised predictor

based on more accurate protein structure prediction has become

one of the priorities in our future studies.
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Figure 7. The performance of SIGMA+

(A) Combination of SIGMA with four other pre-

dictors (i.e., DEOGEN2, EVE, PROVEAN, and

MutPred).

(B and C) Receiver operating characteristic (ROC)

curves of SIGMA+ scores in the training set (B) and

the test set (C).

(D) Comparison of AUCs of SIGMA+ with 11 meta-

predictors using the test set.

(E) Rank of correlation between VEPs and deep

mutational scanning (DMS) measurements.

Spearman’s correlation was calculated between

functional scores from DMS experiments and

prediction scores from SIGMA+ as well as 11

meta-predictors. AUC, the area under the ROC

curve; SPE, specificity; SEN, sensitivity. *p < 0.05;

**p < 0.01; ***p < 0.001; ****p < 0.0001.
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Variant data ClinVar https://www.ncbi.nlm.nih.gov/clinvar/

Variant data gnomAD https://gnomad.broadinstitute.org/

Variant annotation dbNSFP http://database.liulab.science/dbNSFP

Deep mutational scanning data MaveDB https://www.mavedb.org/#/

Gain-of-function and loss-of-function

pathogenic missense variants

GOF/LOF https://itanlab.shinyapps.io/goflof/

Pre-computed SIGMA scores This paper https://sigma-pred.org/

Software and algorithms

Ensembl Variant Effect Predictor program McLaren et al.32 https://useast.ensembl.org/info/docs/

tools/vep/index.html

SpliceAI Jaganathan et al.33 https://github.com/Illumina/SpliceAI

FoldX Schymkowitz et al.34 https://foldxsuite.crg.eu/

DSSP (Dictionary of Secondary Structure

of Proteins) program

Kabsch et al.35 http://www.csb.yale.edu/userguides/

databases/dssp/dssp_man.html

ProteinVolume Chen et al.36 https://gmlab.bio.rpi.edu/PVolume.php

R The R Project for Statistical

Computing

https://www.r-project.org/

R scripts for data analysis This paper https://github.com/zhq921/SIGMA

https://doi.org/10.5281/zenodo.10373120
RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Nan Wu (dr.wunan@

pumch.cn).

Materials availability
This study did not generate any new reagents and is based on in silico computations relying on publicly available data.

Data and code availability
d Data curated or generated here can be found in the supplementary tables. Publicly available datasets used are listed in the key

resources table. The SIGMA scores for over 48million possiblemissense variants across 3,454 disease-associated genes have

been deposited at https://sigma-pred.org/.

d The original code has been deposited at github and is publicly available as of the date of publication. DOIs are listed in the key

resources table.

d Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

METHOD DETAILS

Study design
Benign/likely benign and pathogenic/likely pathogenicmissense variants from the gnomAD and the ClinVar databases were obtained

and split into the training and test datasets. In addition, variants in six proteins systematically characterized by DMS experiments

were used as an independent test dataset. For each variant, we extracted 57 features derived from the 3D protein structures pre-

dicted by AlphaFold2. Using the gradient boosting machine algorithm, we developed the Structure-Informed Genetic Missense mu-

tation Assessor (SIGMA) that predicts the pathogenicity of missense variants.
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Training and testing datasets
The variant data were obtained from the ClinVar database (version 2021/10/30, hg38)37 and the gnomAD database (version 3.1.2,

hg38).1 For ClinVar variants, we retained the single-nucleotide missense variants with a review status of at least one star (practice

guideline; reviewed by expert panel; criteria provided, multiple submitters, no conflicts; criteria provided, single submitter). Variants

with a clinical significance of ‘‘conflicting interpretations of pathogenicity’’ were excluded. The pathogenic/likely pathogenic variants

were labeled as positive, while the benign/likely benign variants were labeled as negative. In addition, 193 gain-of-function (GoF) and

921 loss-of-function (LoF) pathogenic missense variants were labeled by the GOF/LOF database (https://itanlab.shinyapps.io/

goflof). For the gnomAD variants, we labeled the commonmissense variants (with a maximum allele frequency >0.05 across all pop-

ulations in gnomAD) as negative. Any variants that overlapped with the clinvar dataset were removed from the gnomAD. Variants that

introduce cryptic splice sites primarily affect mRNA splicing rather than protein structure. Hence, we predicted the effect on splicing

for all variants using the SpliceAI algorithm33 and excluded variants with SpliceAI scores >0.5. The final labeled dataset that included

27,165 benign (negative) and 22,957 pathogenic (positive) missense variants was considered the ‘‘gold standard’’ dataset.

The dataset was divided with 80% used for training and 20% for testing. The training set included ClinVar pathogenic variants last

evaluated before 11/26/2020 and benign variants last evaluated before 01/14/2021, while variants evaluated after those dates were

used for testing. All the gnomAD variants were added to the training dataset. The allele frequency for each variant was retrieved from

the gnomAD project by the Ensembl Variant Effect Predictor program (version 104).32 The regional missense constraint for each gene

was obtained from the ExAC database.

To avoid the issue of data circularity in model evaluation, we assembled an additional test dataset using the outputs of deepmuta-

tional scanning (DMS) studies, which are independent of the labeled dataset. DMS studies use high-throughput functional assays to

quantify with continuous scores the functional impacts of all possible variants in proteins/protein domains.3 We obtained DMS

studies archived in the MaveDB database (accession date: 12/05/2021),38 excluding data from studies that used non-human cells

or imputations to generate functional scores. To evaluate the robustness of predictors’ performance, we incorporated two high-qual-

ity PTEN DMS data measuring different aspects of variant effects (One is about functional readout based on enzyme activity; the

other is about protein abundance). The correlation of these two DMS studies with the predictors are consistent (Figure S8), suggest-

ing that the performance is robust to different DMS data of the same protein. Thus, we selected the study with the broadest coverage

for different DMS studies investigating the same protein. High-quality DMS studies with 28,293 variants for six proteins (BRCA1, P53,

MSH2, PTEN, VKORC1, and HRAS) were retained. To avoid the presence of data circularity that may exaggerate the performance of

predictors when variants in the training phase are reused in the testing phase, we have excluded DMS variants that were present in

the labeled dataset or had SpliceAI scores >0.5, keeping 27,928 variants for independent assessment.

Protein structure dataset
The wild-type protein structure predictions in PDB format were retrieved from the AlphaFold Protein Structure Database (AlphaFold

DB, https://alphafold.ebi.ac.uk/, accession date: 11/05/2021). All variants were mapped to the predicted protein 3D structures. Var-

iants that could not be mapped to the structures due to inconsistent isoforms were also excluded.

Structural feature extraction
For the assessment of each variant, our methodology stands distinct from conventional methods, as it capitalizes on 3D protein

structures predicted by AlphaFold2. This approach enables us to gain structural insights into the potential impact of the variant, add-

ing a new dimension to the assessment of pathogenicity. From these 3D protein structures, we have identified and extracted 57

unique features. Among these, several features such as the relative solvent accessibility (RSA) and the free energy difference

(DDG) between the wild-type and mutant proteins have been previously demonstrated to hold predictive value for variant pathoge-

nicity.39,40 In combination, these 57 features offer a comprehensive toolset for amore accurate pathogenicity prediction. These struc-

tural features from the predicted protein 3D structures can be classified into three categories.

(1) Protein-level features that characterize the general properties of the wild-type protein structures included 16 thermodynamic

features and three protein volume features. We used the ‘‘Stability’’ command of the FoldX program (version 5.0) to estimate

the thermodynamic features,34 including the total unfolding energy and its 15 components such as van der Waals clash,

hydrogen bond energy, sidechain entropy, etc. The void volume of proteins, i.e., the volume of the internal cavities of proteins,

is also related to protein stability.41 We used the ProteinVolume software (version 1.3) to calculate the overall volume, the void

volume, and the van der Waals volume of wild-type proteins.36.

(2) Residue-level features that characterize the structural context of the mutated residues included eight secondary structure-

related features and the relative solvent accessibility (RSA) of the mutated residues. For each mutated residue, its secondary

structure was assigned using the DSSP (Dictionary of Secondary Structure of Proteins) program,35 yielding eight features cor-

responding to the eight secondary structure types. The RSA quantifies a residue’s exposure status, and mutations of buried

residues (i.e., residues with low RSA) are more likely to be pathogenic than mutations of exposed residues (i.e., residues with

high RSA).39 We calculated the RSA of the mutated residue by dividing the solvent accessible area from DSSP by themaximal

possible solvent accessible surface area of the amino acid.35,42.
Cell Reports Methods 4, 100687, January 22, 2024 e2
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(3) Mutation-level features that characterize the effect of variants on the protein included 16 thermodynamic features that

describe the change in the protein stability after mutation and 13 features derived from empirical rules that determine whether

a variant has a significant impact on the protein structure. We used the ‘‘PositionScan’’ command of the FoldX program to

estimate the 16 thermodynamic features, including the free energy difference (DDG) between the wild-type andmutant protein

and its 15 components.34 The other 13 features are combinations of the structural context and the physiochemical properties

of the mutated/mutant residues.

A detailed description of these features, including the rationale behind their selection, is provided in Table S2. For instance, the

feature ‘‘Buried proline introduced’’ was incorporated as we hypothesized that substitutions within the core of a protein are generally

damaging. The introduction of a proline with its uniquely restricted backbone conformation could potentially disrupt themaintenance

of the wild-type protein structure, leading to harmful effects. Another feature, ‘‘Proline in alpha helix’’ was also included. Even though

proline residues are typically unfavorable in an alpha helix, they can indeed exist in such helices. In these scenarios, the rigidity of the

proline residuemay be essential for protein function. Consequently, a substitution that replaces a proline residue in an alpha helix with

a non-proline residue is deemed potentially damaging.

Model development and evaluation
We first normalized each feature for the variants in the training dataset using the one-hot encoding technique for dichotomous vari-

ables (e.g., disulfide bond cleavage and secondary structures) and Z score normalization for continuous variables (e.g., RSA and

DDG). The normalization parameters derived from the training set were used for the test datasets. After data preprocessing, a

gradient boosting machine (GBM) model was used to train a classifier that distinguishes pathogenic versus benign variants. The car-

tesian grid search procedurewas used for tuning hyperparameters (e.g., learning rate, maximum tree depth, and sample rate per tree)

with a 5-fold cross-validation strategy. Various models were built using different hyperparameters. Out-of-fold predictions (i.e., pre-

dictions made on data not used to train the model) were used to estimate the generalization performance of the models. The area

under the receiver operating characteristic (ROC) curve (AUC) was used to evaluate the ability of the models to discriminate between

benign and pathogenic variants. All models in the grid space were sorted by the AUC metric, and the GBM model with the highest

AUC in the validation set was kept as the final predictor.

Todetermineeach feature’s contribution to thepredictor’sdiscriminativeability,we retrieved the importancescores fromboosted trees

in theGBMmodel. The importance scores for the featureswere calculated by the average amount that the selected feature improved the

performance measure (squared error) for all trees, and the importance scores were rescaled into a fixed range between 0 and 1.

The optimal threshold for binary classification was determined by achieving the maximum Youden index. Evaluation metrics

including AUC, accuracy, sensitivity, specificity, positive predictive value, and negative predictive value were used to measure

the model’s performance.

Combining SIGMA with other VEPs
To obtain a more comprehensive predictor for variant pathogenicity, we combined SIGMA with four individual VEPs with high per-

formances, DEOGEN2, EVE, PROVEAN, and MutPred. The combined predictor (SIGMA+) was constructed using elastic-net-penal-

ized logistic regression with a 5-fold cross-validation strategy based on the same training set.

Comparing SIGMA and SIGMA+ with in silico VEPs
To evaluate SIGMA’s performance, we collected 28 in silico VEPs (Table S7), such as EVE,8 SIFT,6 and DEOGEN2.10 The EVE score

for each variant was obtained from https://evemodel.org/. The predicted results from other VEPs for each variant were retrieved from

the dbNSFP database (version 4.1a).43 These VEPs fell into two categories, individual predictors (n = 17) that do not rely on other

VEPs and meta-predictors (n = 11) that integrate the results of other VEPs as input features. We compared the performance of

SIGMA with that of the individual predictors and the performance of SIGMA+ with that of the meta-predictors. gMVP was excluded

from the performance comparison with SIGMA on the ClinVar test dataset, owing to the significant overlap of variants between the

test dataset used in our study and the dataset on which gMVP was trained.

We also compared the performance of these VEPs on the DMS dataset that was independent of the labeled dataset. We calculated

Spearman’s correlation coefficient between functional scores from theDMSdataset and prediction scores fromVEPs for eachof the six

proteins with DMS data. The overall performance of a VEP was defined as the mean of the correlation coefficients of all six proteins.

QUANTIFICATION AND STATISTICAL ANALYSIS

Theassociationsof the structural featuresdescribedabovewithvariant pathogenicitywereassessedbasedon thedata type. For dichot-

omous features, thecontingency tablewasbuilt, and thechi-squared testwasused todeterminewhether there isanassociationbetween

two dichotomous variables. For continuous features, the associations of featureswith the variant pathogenicity were examinedby logis-

tic regression analysis. The strength of the association between a feature and variant pathogenicity was quantified using the odds ratio

(OR) and a 95% confidence interval (CI). All statistical analyses and data visualizations were conducted using R software (version 3.6.3)

packages: h2o, caret, pROC, forestplot, ggpubr, ggsci, viridis, and cutpointr. A p value <0.05 was considered statistically significant.
e3 Cell Reports Methods 4, 100687, January 22, 2024
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Figure S1: Forest plot for the associations of structure-informed features with variant pathogenicity. 

Center values represent OR, and error bars represent the 95% CI for the OR. P values were calculated 

by using Pearson’s chi-squared test. RSA, relative solvent accessibility; ΔΔG, the unfolding free energy 

difference between the wild-type and mutant protein; ΔG, the unfolding free energy of the wild-type 

protein; OR, odds ratio; SS-bond, disulfide bond; DSSP codes: C, loop; H, alpha-helix; E, beta-sheet; 

S, bend; G, 3-helix; I, 5-helix; T, hydrogen-bonded turn; B, residue in isolated beta-bridge; VdW, Van 

der Waals. Related to Figure 2.
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Figure S2: The distribution of SIGMA (SIGMA+) scores for pathogenic (red) and benign (blue) 

variants. (A) SIGMA scores in the test set. (B) SIGMA+ scores in the training set. (C) SIGMA+ scores 

in the test set. Related to Figure 3 and Figure 7.
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Figure S3: The performance of predictors on the training set. Related to Figure 3.
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Figure S4: Performance of variant effect predictors on deep mutational scanning (DMS) datasets. (A) 

Correlation between individual predictors and DMS measurements. (B) Correlation between meta-

predictors and DMS measurements. (C) The area under the ROC curves (AUCs) of individual 

predictors on the BRCA1 DMS dataset. (D) The AUCs of meta-predictors on the BRCA1 DMS 

dataset. Spearman’s correlation was calculated between functional scores from DMS experiments and 

prediction scores from predictors. Related to Figure 3 and Figure 7.
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Figure S5: SIGMA predictions for 193 GoF variants and 921 LoF variants. Related to Figure 5. 
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Figure S6: Pathogenicity matrix for each type of amino acid substitution in the labeled dataset. Related 

to Figure 6.  
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Figure S7: The importance of five predictors that contributed to SIGMA+. Related to Figure 7.  
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Figure S8: The correlations between the prediction scores and the DMS scores measuring the protein 

abundance of PTEN. Related to STAR Methods. 
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