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1. Schematic of AFM Cell

Fig. S1. Schematic of AFM cell 
Schematic of in situ cell used for AFM imaging in Cypher VRS (not to scale). The perfusion enabled 
tip-holder and temperature-controlled sample stage are commercially available accessories. A thin 
Kapton film (shown in orange) was added for these experiments to enable safe handling of mL-
quantities of reactive solution at elevated temperature. The configuration of the cell with the Kapton 
film reduces the head-space available for evaporation and causes any water that evaporates to 
condense and return to the solution. The Viton membrane provides secondary containment to 
protect sensitive parts of the instrument, in case the Kapton film leaks. Rather than a traditional steel 
sample puck, a gold-coated puck was used to minimize the potential for corrosion and contamination 
of the solution. The AFM-probe was also mounted using a PEEK tip clamp, instead of a standard steel 
tip clamp, to further reduce the potential for corrosion. 



2. AFM Image Processing Example

Fig. S2. AFM image processing example. 
Sample frames demonstrating the image processing stages for fluctuating cluster movies. (A) Raw 
AFM height-channel image after frame-to-frame alignment (cropped image). (B) Data after filtering 
to remove streaking, image noise, and long-wavelength background, as described in methods (C) 
Final thresholded data, used to calculate cluster size distributions and size trajectories.  



3. AFM Height Thresholding

Fig. S3.  AFM height thresholding. 
Pixel height histograms of the processed movies are shown for each condition (A) 40 °C, (B) 45 °C, 
and (C) 50 °C.  The pixel heights are normalized to units of sample standard deviation. The orange 
curve is a Gaussian fit to the full histogram. Its width primarily reflects the substrate height variation, 
which is influenced by hydration structure and imaging noise.  The green curve shows the fitting 
residual. A distinct shoulder centered between 1 and 2 standard deviations reflects the presence of 
surface adsorbates. Vertical lines at 0.8 and 3 standard deviations mark the range of pixel values that 
are classified as Al-surface clusters in our analysis. Regions below 0.8 standard deviations are 
classified as bare surface, and those above 3 standard deviations are classified as 3D particles. 



4. Cluster Size Trajectory Compilation

Fig. S4. Experimental cluster size trajectories. 
Plots in left-column show trajectories of ensemble-average size for initially monodisperse ensembles 
of clusters (heavy lines, outlined in black), along with size trajectories for selected individual clusters 
from those ensembles, at temperatures of (A) 40 °C (B) 45 °C, and (C) 50 °C. Plots in right-column 
show development of ensemble variance. The variance initially increases with time, but it can 
decrease after long time periods due the reduction of the average cluster size and the disappearance 
of small clusters. Ensembles were prepared with initial sizes near 3.0 nm2 (yellow), 2.0 nm2 (cyan), 
or 1.0 nm2 (purple).   



5. Size Fluctuation Analysis: Theoretical Development

We assume that cluster fluctuations follow a biased random walk through size-space, 

facilitated by the addition and subtraction of monomer units (where each unit is 0.1177 

nm2). The evolution of cluster size distributions is thus assumed to depend upon the size-

dependent rate constant for monomer addition,  𝑘𝑜𝑛, and monomer subtraction, 𝑘𝑜𝑓𝑓. 

The evolution of average cluster size (in monomer-units) will reflect the difference between 

these rate constants: 

Eq. S1  
𝑑�̅� 

𝑑𝑡
= 𝑘𝑜𝑛 − 𝑘𝑜𝑓𝑓 = 𝛥𝑘 

And if the addition and subtraction events follow Poisson statistics, the size variance, 𝜎2, of 

an initially monodisperse ensemble will increase at a rate that depends on the sum of these 

rate constants: 

Eq. S2  
𝑑𝜎2 

𝑑𝑡
= 𝑘𝑜𝑛 + 𝑘𝑜𝑓𝑓 = 2𝑘𝑎𝑣𝑔 

Thus, the average rate of monomer addition and subtraction may be obtained experimentally 

by measuring the rate of change in ensemble variance, as follows: 

Eq S3:  𝑘𝑎𝑣𝑔 =
(𝑘𝑜𝑛+𝑘𝑜𝑓𝑓 )
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Furthermore, elementary statistical mechanics principles allow us to relate the slope of the 

cluster energy landscape to the ratio of 𝑘𝑜𝑛 and 𝑘𝑜𝑓𝑓 as follows: 

Eq. S4:  
𝑑∆𝐺𝑛

𝑑𝑛
≈ −𝑘𝑇 ln (

𝑘𝑜𝑛

𝑘𝑜𝑓𝑓
) 

Substitution of variables allows us to express this value in terms of experimental 

observables.   

Eq. S5:  
𝑑∆𝐺𝑛

𝑑𝑛
= −𝑘𝑇 ln [(
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Importantly, this expression holds even for non-equilibrium distributions and clusters above 

the critical size. (In contrast, Eq. 1 of the main text provides a direct assessment of ∆𝐺𝑛, but 

is only accurate for distributions that are near-equilibrium).  



6. Size Fluctuation Analysis: Benchmarking against KMC Models

In order to validate the size-fluctuation analysis in the previous section, the analytical 

expressions were tested against synthetic ensemble trajectories, generated using a standard 

rejection-free kinetic Monte Carlo (KMC) algorithm, implemented in Python. These 

simulations assume that the particles follow a biased random walk across a classical cluster 

energy landscape, where the probability of a growth event occurring at any step is 

𝑘𝑜𝑛/(𝑘𝑜𝑛 + 𝑘𝑜𝑓𝑓) and the probability of a dissolution event is 𝑘𝑜𝑓𝑓/(𝑘𝑜𝑛 + 𝑘𝑜𝑓𝑓). The time-

lapse between each step is determined as ln(1/𝑢) /(𝑘𝑜𝑛 + 𝑘𝑜𝑓𝑓), where 𝑢 is a randomly 

generated number between 0 and 1. 

The assumed energy landscapes are expressed as follows: 

Eq. S6:   ∆𝐺𝑛 = 𝜏 ∙ 2√𝜋𝑛 + 𝑛 Δµ 

For a cluster of size 𝑛, the monomer on and off rates are assumed to conform to the following 

expressions: 

Eq. S7a: 𝑘𝑜𝑛 = 𝑘0√𝑛  

Eq. S7b: 𝑘𝑜𝑓𝑓 = 𝑘0√𝑛  exp((∆𝐺𝑛 − ∆𝐺𝑛−1)/𝑘𝑇)

Several simulated ensemble size-trajectories and size-variance trajectories are shown in Fig. 

S5, for two classical energy landscapes. First we simulate a ‘gentle’ landscape with values of 

𝜏 = 0.9 and  Δµ = -0.225  (corresponding to a critical energy barrier of 11.3 kT at n = 50, and 

maximum slope of 𝑑∆𝐺𝑛/𝑑𝑛 =  2.96 kT), and second we simulate a ‘steep’ landscape with 

values of 𝜏 = 9.0 and Δµ = -2.25 (critical energy barrier of 113 kT at n = 50 and maximum 

slope of ∆𝐺𝑛/𝑑𝑛 = 29.6 kT). (Note that the symbols 𝑘𝑜𝑛, 𝑘0 and 𝑘𝑜𝑓𝑓 refer to rate constants, 

while the symbol without a subscript, k, is the Boltzmann constant). 

These simulations produce ensemble dynamics that share several characteristics with AFM 

experimental results. Individual trajectories can show significant variation, and the size 

variance of the ensemble always initially increases (in accordance with Eq. S2), but whether 

the ensemble average size increases depends upon whether the ensemble is poised above or 

below the critical size, in accordance with Eq. S1.  



Fig. S5. Simulated cluster size trajectories. 
(A) KMC simulations of cluster trajectories when the critical energy barrier is 11.1 kT. Initial sizes

are 16 atoms (purple), 33 (cyan), 50 (yellow), and 66 (orange). (B) Corresponding increase in 

variance of cluster ensembles with time. Slower rate of increase for the purple curve (initial size of 

16) is because reaction rates scale with cluster edge-length. (C) KMC simulations of cluster

trajectories when critical size is 111 kT, (D) Corresponding increase in variance of cluster ensembles 

with time. (E) Plots of the corresponding classical energy landscapes, with the gentle landscape in 

blue, and the steep landscape in orange.  



Closer examination of the data in Fig. S5 allows us to compare the initial values of 𝑑𝜎2/𝑑𝑡 

and 𝑑�̅�/𝑑𝑡 generated in simulations with the corresponding values predicted by Eq. S1 and 

Eq. S2.  As shown in Fig. S6, we generally find good agreement, although there are some 

noticeable, systematic deviations for very small clusters. These can be attributed to 

curvature in the energy landscape (which can either stretch or focus the cluster size 

distributions, depending on the direction of curvature), and boundary effects that emerge 

when significant numbers of clusters reach zero-size. Thus, we conclude that Eq. S3 and Eq. 

S5 can be used to estimate 𝑘𝑎𝑣𝑔, and 𝑑∆𝐺𝑛/𝑑𝑛 from ensemble data, so long as the cluster 

ensembles are sufficiently large, and the elapsed time between measurements is short 

enough that boundary-effects can be neglected. 

Fig. S6. Benchmarking methods for estimating properties of the cluster energy 
landscape and rates of atomic attachment/detachment with KMC simulations.  
Plots on left compare the known size-dependent slope of the energy landscape (black line) that is 

used as input to KMC simulations with the values that are recovered by analyzing the resulting KMC 

trajectory ensembles with Eq S5 (are shown in colored symbols). Plots on right compare the known 

input values of kavg (black line), with values recovered by application of Eq S3.   



7. Size Fluctuation Analysis: Application to Experiment

Fig. S7 shows a compilation of average rates for change in ensemble variance (A) and size 

(B) and applies Eq. S4 and Eq S5 to estimate the kavg (C) and 𝑑∆𝐺𝑛/𝑑𝑛 (D).  In order to reflect

the physics of cluster growth/dissolution, we plot kavg normalized with respect to 3√𝑛, which 

reflects the approximate number of reactive sites around the perimeter of a cluster.  The 

results indicate that kavg is on the order of 0.01 s-1 to 0.1 s-1 per reactive site. This is consistent 

with previous observations that hydrolyzed aluminum ions have lifetimes of tens to 

hundreds of seconds on the mica surface.19 Interestingly, the rate shows little dependence 

on temperature. Furthermore, the slopes of 𝑑∆𝐺𝑛/𝑑𝑛 are estimated to be on the order of 0-

0.1 kT.  This reflects a gentle energy landscape with low driving forces for dissolution (even 

slightly gentler than predicted from population counting). 

Fig. S7. Estimating cluster energy landscape parameters and rates of atomic 
attachment/detachment from experimental cluster dynamics. 
(A) Plot of the rate of increase for cluster ensemble variance, as a function of ensemble size, as

determined by experiments at 40, 45, and 50 °C. (B) Corresponding plots of the rate of change for 

cluster-ensemble average size. (C) Estimated average attachment/detachment rate per edge-site, as 

a function of clusters size, as calculated from the cluster ensemble dynamics using Eq. S3. (D) 



Calculated slope of the energy landscape, as a function of cluster size, calculated from the cluster 

ensemble dynamics using Eq. S5. 

8. Estimated Edge Tensions of Bulk Gibbsite

Edge tensions of bulk gibbsite in aqueous solution can be estimated in several ways. DFT-based 

calculations suggest surface energies ~700 mJ/m2 for the (110) and ~1000 mJ/m2 for the (100) faces. 

When normalized for the layer thickness of ~ 4.9 Å, this predicts edge energies between 350 and 500 

nJ/m. However, such values are likely to significantly overestimate nucleation barriers, and effective 

surface/edge tensions can be drastically reduced in aqueous solution due to coadsorption of ions.47 

Expressions Ref. 47 allow us to estimate the surface tension of gibbsite at roughly 60 mJ/m2, based 

on its bulk solubility (which is roughly 2.5 mM in the pH 6, chloride-containing solutions considered 

here). Neglecting face-dependent variation, this would lead to much lower edge tensions on the order 

30 nJ/m. In fact, this neglection of face-dependance is likely conservative, and will probably produce 

a low estimate, since the edges are typically assumed to be higher in energy than the basal plane. 

However, even this estimate is still orders of magnitude above the observed values, for which our fits 

assumed a total edge energy proportional to 3.6 𝑘𝑇 √𝑛 (where n is the number of aluminum ions in 

the cluster). Then, given that circumference of a cluster can be approximated as ~ 1.22  √𝑛 nm, and 

given that kT is on the order of 4 ∙ 10−21 J (although increasing slightly with temperature), this 

corresponds to an extraordinarily low experimentally observed edge tension of on the order of just 

0.012 nJ/m, several orders of magnitude smaller than expected based on bulk surface tensions. 



9. Structure of Gibbsite Film

Fig. S8. High resolution images of a gibbsite film. 
High resolution image of an aged gibbsite film. The left is the original AFM image, with sub-nanometer 
structure clearly visible. The right is a modified image, with red-dots indicating the location of high-
features in the image.  Although distinct rows of atoms are visible, the annotated imaging shows 
clearly that the spacing between atoms is imperfect and irregular.  This points to poor crystallinity, 
that will be associated with the presence of broken internal bonds that are capable of carrying 
additional surface charge.  



10. Description of Supplementary Movies

Movie S1. Fluctuating clusters at 40 °C 
Time-resolved AFM movie of fluctuating sub-critical clusters at the muscovite-water 
interface.  Obtained at 40 °C, using a USC-F1.2-k7.3 probe, in an aqueous solution of 1 mM 
AlCl3 and 0.2 mM HCl. Upper-half is the filtered AFM movie. Lower half is the thresholded 
data, used to determine cluster-size distributions and trajectories. Time resolution is 10 
seconds per frame. 

Movie S2. Fluctuating clusters at 45 °C 
Time-resolved AFM movie of fluctuating sub-critical clusters at the muscovite-water 
interface.  Obtained at 45 °C, using a USC-F1.2-k7.3 probe, in an aqueous solution of 1 mM 
AlCl3 and 0.2 mM HCl. Upper-half is the filtered AFM movie. Lower half is the thresholded 
data, used to determine cluster-size distributions and trajectories. Time resolution is 10 
seconds per frame. 

Movie S3. Fluctuating clusters at 50 °C 
Time-resolved AFM movie of fluctuating sub-critical clusters at the muscovite-water 
interface.  Obtained at 50 °C, using a USC-F1.2-k7.3 probe, in an aqueous solution of 1 mM 
AlCl3 and 0.2 mM HCl. Upper-half is the filtered AFM movie. Lower half is the thresholded 
data, used to determine cluster-size distributions and trajectories. Time resolution is 10 
seconds per frame. 

Movie S4. Fluctuating clusters at 55 °C 
Time-resolved AFM movie of fluctuating sub-critical clusters at the muscovite-water 
interface.  Obtained at 55 °C, using a USC-F1.2-k7.3 probe, in an aqueous solution of 1 mM 
AlCl3 and 0.2 mM HCl. Upper-half is the filtered AFM movie. Lower half is the thresholded 
data, used to determine cluster-size distributions and trajectories. Time resolution is 10 
seconds per frame. (Note change of scale relative to Movies S1-3) 

Movie S5. Film growth at 65 °C 
Time-resolved AFM movie of island coalescence to produce an extended aluminum 
hydroxide film at the muscovite-water interface. Obtained at 65 °C, using a USC-F1.2-k7.3 
probe in an aqueous solution of 1 mM AlCl3 and 0.2 mM HCl. 



11. Description of Supplementary Code

Code S1. Nucleus Fluctuation Kinetic Monte Carlo Simulations. 
Zip file containing a readme.txt, documented Python source code for generating kinetic 
Monte Carlo trajectories of nucleus fluctuations on a classical energy landscape, and sample 
output data.  

Code S2. Monte Carlo Honeycomb Lattice Gas Simulations. 
Zip file containing a readme.txt file, documented Python source code for conducting Monte 
Carlo lattice gas simulations on a 2D honeycomb lattice, and sample output data.  
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