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Supplementary Note 1: Additional remarks on privacy-utility trade-
off

Varying model architectures
In addition to the ResNet9-architecture reported in the main manuscript, we additionally used three more
architectures: An EfficientNet B0, with 4 017 796 parameters, adhering to the original implementation
proposed by Tan et al. [1], with the sole exception of replacing all batch normalization layers with group
normalization; DenseNet121, with 6 962 056 parameters, following the original design put forth by Huang et al.
[2], again with the exclusive modification of substituting batch normalization layers with group normalization;
and ResNet18, with 11 180 616 parameters, following the original blueprint developed by He et al. [3], with
the unique alteration of replacing batch normalization layers with group normalization. All three models
displayed a trend consistent with the utility penalties we observed for ResNet9 in both DP and non-DP
training. Compare also Supplementary Figure 4.

Further datasets
To prevent domain-specific bias in our results, we employed the Artificial Intelligence for Robust Glaucoma
Screening (AIROGS) dataset [4]. This dataset comprises 101 354 RGB ocular fundus images from approx-
imately 60 000 patients of diverse ethnicities, aimed at detecting the presence of referable glaucoma. We
allocated 80% of the patients—both with and without glaucoma—to the training set, reserving the remaining
20% for the test set. Image pre-processing involved cropping and other schemes as detailed in [5] and [6].
The images were resized to a dimension of 3× 224× 224, with 3 representing the number of channels. We
adopted the same EfficientNet B0 network architecture, with identical DP and non-DP training parameters
as described earlier, with the same δ = 6 · 10−6. The network was pre-trained on the ImageNet [7] dataset.
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Supplementary Figure 10 shows a similar trend as our observations on chest radiographs regarding the
privacy-utility trade-off.
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Supplementary Figures and Tables

Training Set Test Set All
N percentage N percentage N percentage

Total 153,502 39,809 193,311
Female 52,843 (34.42%) 14,449 (36.30%) 67,292 (34.81%)
Male 100,659 (65.58%) 25,360 (63.70%) 126,019 (65.19%)
Aged [0, 30) 4,279 (2.79%) 1,165 (2.93%) 5,444 (2.82%)
Aged [30, 60) 42,340 (27.58%) 10,291 (25.85%) 52,631 (27.23%)
Aged [60, 70) 36,882 (24.03%) 10,025 (25.18%) 46,907 (24.27%)
Aged [70, 80) 48,864 (31.83%) 12,958 (32.55%) 61,822 (31.98%)
Aged [80, 100) 21,137 (13.77%) 5,370 (13.49%) 26,507 (13.71%)
Cardiomegaly 71,732 (46.72%) 18,616 (46.75%) 90,348 (46.74%)
Congestion 13,096 (8.53%) 3,275 (8.22%) 16,371 (8.47%)
Pleural effusion right 12,334 (8.03%) 3,275 (8.22%) 15,609 (8.07%)
Pleural effusion left 9,969 (6.49%) 2,602 (6.53%) 12,571 (6.50%)
Pneumonic infiltration right 17,666 (11.51%) 4,847 (12.17%) 22,513 (11.64%)
Pneumonic infiltration left 12,431 (8.10%) 3,562 (8.94%) 15,993 (8.27%)
Atelectasis right 14,841 (9.67%) 3,920 (9.84%) 18,761 (9.71%)
Atelectasis left 11,916 (7.76%) 3,166 (7.95%) 15,082 (7.80%)

Age Training Set Age Test Set Age All
Mean StD Mean StD Mean StD

Total 66 15 66 15 66 15
Female 66 15 66 16 66 15
Male 65 14 66 14 65 14
Aged [0, 30) 21 8 21 8 21 8
Aged [30, 60) 50 8 51 8 51 8
Aged [60, 70) 65 3 65 3 65 3
Aged [70, 80) 75 3 75 3 75 3
Aged [80, 100) 84 3 84 3 84 3

Supplementary Table 1: Statistics over subgroups of the UKA-CXR dataset used in this study. The upper
part of the table shows the number of samples in each group and their relative share in training and test set,
as well as the complete dataset. The lower part shows the mean and standard deviation of the age in the
subgroups again over training and test sets as well as the complete dataset.
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AUROC Accuracy Specificity Sensitivity

Cardiomegaly 0.84 ± 0.00 0.75 ± 0.00 0.71 ± 0.02 0.79 ± 0.02
Congestion 0.85 ± 0.00 0.75 ± 0.02 0.75 ± 0.02 0.79 ± 0.02
Pleural Effusion Right 0.94 ± 0.00 0.83 ± 0.01 0.83 ± 0.02 0.91 ± 0.02
Pleural Effusion Left 0.92 ± 0.00 0.83 ± 0.02 0.83 ± 0.02 0.86 ± 0.02
Pneumonic Infiltration Right 0.93 ± 0.00 0.85 ± 0.02 0.85 ± 0.02 0.86 ± 0.02
Pneumonic Infiltration Left 0.94 ± 0.00 0.86 ± 0.01 0.86 ± 0.02 0.87 ± 0.02
Atelectasis Right 0.89 ± 0.00 0.78 ± 0.01 0.78 ± 0.01 0.84 ± 0.02
Atelectasis Left 0.87 ± 0.00 0.78 ± 0.01 0.78 ± 0.02 0.81 ± 0.02
Average 0.90 ± 0.04 0.81 ± 0.04 0.80 ± 0.05 0.84 ± 0.04

Supplementary Table 2: Detailed evaluation results of training without DP. The results show the average
and individual area under the receiver-operator-characteristic curve (AUROC), accuracy, specificity, and
sensitivity values for each label tested on N = 39, 809 test images. The training dataset includes N = 153, 502
images.

AUROC Accuracy Specificity Sensitivity

Cardiomegaly 0.82 ± 0.00 0.73 ± 0.00 0.71 ± 0.02 0.76 ± 0.02
Congestion 0.81 ± 0.00 0.72 ± 0.02 0.71 ± 0.03 0.76 ± 0.03
Pleural Effusion Right 0.92 ± 0.00 0.82 ± 0.01 0.82 ± 0.01 0.88 ± 0.01
Pleural Effusion Left 0.89 ± 0.00 0.79 ± 0.02 0.79 ± 0.02 0.84 ± 0.02
Pneumonic Infiltration Right 0.91 ± 0.00 0.84 ± 0.01 0.83 ± 0.02 0.81 ± 0.02
Pneumonic Infiltration Left 0.91 ± 0.00 0.84 ± 0.01 0.84 ± 0.01 0.83 ± 0.01
Atelectasis Right 0.87 ± 0.00 0.78 ± 0.01 0.77 ± 0.01 0.81 ± 0.01
Atelectasis Left 0.85 ± 0.00 0.76 ± 0.02 0.76 ± 0.02 0.79 ± 0.02
Average 0.87 ± 0.04 0.79 ± 0.04 0.78 ± 0.05 0.81 ± 0.04

Supplementary Table 3: Detailed evaluation results of DP training with ε = 7.89, δ = 6 · 10−6. The results
show the average and individual AUROC, accuracy, specificity, and sensitivity values for each label tested on
N = 39, 809 test images. The training dataset includes N = 153, 502 images.

AUROC Accuracy Specificity Sensitivity

Cardiomegaly 0.81 ± 0.00 0.73 ± 0.00 0.70 ± 0.01 0.77 ± 0.01
Congestion 0.81 ± 0.00 0.71 ± 0.02 0.70 ± 0.02 0.77 ± 0.02
Pleural Effusion Right 0.92 ± 0.00 0.82 ± 0.01 0.81 ± 0.01 0.87 ± 0.01
Pleural Effusion Left 0.89 ± 0.00 0.80 ± 0.01 0.80 ± 0.02 0.81 ± 0.02
Pneumonic Infiltration Right 0.90 ± 0.00 0.81 ± 0.01 0.81 ± 0.01 0.82 ± 0.01
Pneumonic Infiltration Left 0.91 ± 0.00 0.82 ± 0.01 0.82 ± 0.01 0.85 ± 0.02
Atelectasis Right 0.86 ± 0.00 0.76 ± 0.01 0.75 ± 0.02 0.83 ± 0.02
Atelectasis Left 0.85 ± 0.00 0.78 ± 0.02 0.78 ± 0.03 0.76 ± 0.03
Average 0.87 ± 0.04 0.78 ± 0.04 0.77 ± 0.05 0.81 ± 0.04

Supplementary Table 4: Detailed evaluation results of DP training with ε = 4.71, δ = 6 · 10−6. The results
show the average and individual AUROC, accuracy, specificity, and sensitivity values for each label tested on
N = 39, 809 test images. The training dataset includes N = 153, 502 images.
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AUROC Accuracy Specificity Sensitivity

Cardiomegaly 0.81 ± 0.00 0.73 ± 0.00 0.68 ± 0.02 0.78 ± 0.02
Congestion 0.80 ± 0.00 0.70 ± 0.02 0.69 ± 0.03 0.76 ± 0.03
Pleural Effusion Right 0.90 ± 0.00 0.80 ± 0.01 0.79 ± 0.01 0.86 ± 0.01
Pleural Effusion Left 0.87 ± 0.00 0.75 ± 0.02 0.74 ± 0.02 0.84 ± 0.02
Pneumonic Infiltration Right 0.90 ± 0.00 0.80 ± 0.01 0.80 ± 0.02 0.83 ± 0.02
Pneumonic Infiltration Left 0.90 ± 0.00 0.83 ± 0.01 0.83 ± 0.02 0.81 ± 0.02
Atelectasis Right 0.85 ± 0.00 0.74 ± 0.02 0.73 ± 0.02 0.82 ± 0.02
Atelectasis Left 0.83 ± 0.00 0.73 ± 0.03 0.73 ± 0.03 0.77 ± 0.03
Average 0.86 ± 0.04 0.76 ± 0.05 0.75 ± 0.05 0.81 ± 0.04

Supplementary Table 5: Detailed evaluation results of DP training with ε = 2.04, δ = 6 · 10−6. The results
show the average and individual AUROC, accuracy, specificity, and sensitivity values for each label tested on
N = 39, 809 test images. The training dataset includes N = 153, 502 images.

AUROC Accuracy Specificity Sensitivity

Cardiomegaly 0.80 ± 0.00 0.72 ± 0.00 0.69 ± 0.02 0.76 ± 0.02
Congestion 0.80 ± 0.00 0.70 ± 0.02 0.69 ± 0.02 0.75 ± 0.02
Pleural Effusion Right 0.90 ± 0.00 0.80 ± 0.01 0.79 ± 0.02 0.86 ± 0.02
Pleural Effusion Left 0.86 ± 0.00 0.73 ± 0.02 0.72 ± 0.02 0.83 ± 0.02
Pneumonic Infiltration Right 0.89 ± 0.00 0.80 ± 0.02 0.80 ± 0.03 0.81 ± 0.03
Pneumonic Infiltration Left 0.89 ± 0.00 0.79 ± 0.01 0.79 ± 0.02 0.83 ± 0.02
Atelectasis Right 0.84 ± 0.00 0.74 ± 0.02 0.74 ± 0.02 0.80 ± 0.02
Atelectasis Left 0.82 ± 0.00 0.70 ± 0.01 0.69 ± 0.02 0.79 ± 0.02
Average 0.85 ± 0.04 0.75 ± 0.04 0.74 ± 0.05 0.80 ± 0.04

Supplementary Table 6: Detailed evaluation results of DP training with ε = 1.06, δ = 6 · 10−6. The results
show the average and individual AUROC, accuracy, specificity, and sensitivity values for each label tested on
N = 39, 809 test images. The training dataset includes N = 153, 502 images.

AUROC Accuracy Specificity Sensitivity

Cardiomegaly 0.79 ± 0.00 0.72 ± 0.00 0.69 ± 0.01 0.74 ± 0.01
Congestion 0.79 ± 0.00 0.67 ± 0.02 0.66 ± 0.02 0.78 ± 0.02
Pleural Effusion Right 0.89 ± 0.00 0.77 ± 0.01 0.76 ± 0.02 0.86 ± 0.02
Pleural Effusion Left 0.84 ± 0.00 0.71 ± 0.02 0.70 ± 0.03 0.84 ± 0.03
Pneumonic Infiltration Right 0.88 ± 0.00 0.80 ± 0.01 0.80 ± 0.02 0.79 ± 0.02
Pneumonic Infiltration Left 0.88 ± 0.00 0.77 ± 0.02 0.77 ± 0.03 0.83 ± 0.03
Atelectasis Right 0.83 ± 0.00 0.74 ± 0.01 0.73 ± 0.01 0.79 ± 0.01
Atelectasis Left 0.81 ± 0.00 0.70 ± 0.03 0.70 ± 0.03 0.77 ± 0.03
Average 0.84 ± 0.04 0.73 ± 0.04 0.73 ± 0.05 0.80 ± 0.04

Supplementary Table 7: Detailed evaluation results of DP training with ε = 0.54, δ = 6 · 10−6. The results
show the average and individual AUROC, accuracy, specificity, and sensitivity values for each label tested on
N = 39, 809 test images. The training dataset includes N = 153, 502 images.
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AUROC Accuracy Specificity Sensitivity

Cardiomegaly 0.79 ± 0.00 0.71 ± 0.00 0.67 ± 0.01 0.75 ± 0.01
Congestion 0.78 ± 0.00 0.68 ± 0.02 0.68 ± 0.02 0.74 ± 0.02
Pleural Effusion Right 0.88 ± 0.00 0.77 ± 0.01 0.77 ± 0.02 0.83 ± 0.02
Pleural Effusion Left 0.84 ± 0.00 0.73 ± 0.01 0.72 ± 0.02 0.80 ± 0.02
Pneumonic Infiltration Right 0.87 ± 0.00 0.79 ± 0.01 0.79 ± 0.02 0.79 ± 0.02
Pneumonic Infiltration Left 0.88 ± 0.00 0.79 ± 0.01 0.79 ± 0.01 0.81 ± 0.01
Atelectasis Right 0.82 ± 0.00 0.73 ± 0.02 0.73 ± 0.02 0.77 ± 0.02
Atelectasis Left 0.80 ± 0.00 0.71 ± 0.02 0.71 ± 0.02 0.75 ± 0.02
Average 0.83 ± 0.04 0.74 ± 0.04 0.73 ± 0.05 0.78 ± 0.04

Supplementary Table 8: Detailed evaluation results of DP training with ε = 0.29, δ = 6 · 10−6. The results
show the average and individual AUROC, accuracy, specificity, and sensitivity values for each label tested on
N = 39, 809 test images. The training dataset includes N = 153, 502 images.

PDAC

Total Male Female Youngest 25% Second 25% Third 25% Oldest 25%

ε µ σ µ σ µ σ µ σ µ σ µ σ µ σ

0.29 24.86 10.7 23.86 9.6 25.54 14.0 20.29 23.9 15.97 7.9 32.10 8.8 27.78 12.0
0.54 11.37 3.2 11.23 3.4 10.82 4.2 8.70 8.7 4.86 2.4 19.14 7.0 10.42 2.1
1.06 5.97 1.7 5.96 1.6 6.06 2.0 2.90 2.5 1.39 2.4 11.11 3.7 6.25 2.1
2.04 2.70 0.9 2.46 0.6 3.03 1.5 1.45 2.5 1.39 1.2 3.09 1.1 4.17 3.6
4.71 1.73 1.0 1.40 0.6 2.16 1.5 1.45 2.5 0.69 1.2 1.85 0.0 2.78 1.2
5.0 2.31 2.0 1.75 1.2 3.03 3.0 1.45 2.5 1.39 2.4 2.47 1.1 3.47 2.4
6.0 3.08 2.3 2.46 2.2 3.90 2.6 1.45 2.5 2.08 2.1 3.70 3.2 4.17 2.1
7.0 1.54 1.2 1.40 1.6 1.73 1.5 0.00 0.0 0.69 1.2 2.47 2.8 2.08 2.1
8.0 0.58 0.6 0.00 0.0 1.30 1.3 0.00 0.0 1.39 2.4 0.00 0.0 0.69 1.2
Non-private 0.77 0.7 0.00 0.0 1.73 1.5 0.00 0.0 2.08 2.1 0.62 1.1 0.00 0.0

Supplementary Table 9: Underdiagnosis rates of subgroups. Underdiagnosis rate is the false positive rate
of non-tumor cases. µ denotes the mean underdiagnosis rate for a certain subgroup, while σ denotes the
standard deviation.

Tumor Control PtD

N Test 173 152

ε µ σ µ σ µ σ

0.29 75.14 10.7 85.09 2.3 −9.94 13.0
0.54 88.63 3.2 86.40 2.5 2.23 5.4
1.06 94.03 1.7 85.53 3.5 8.50 4.7
2.04 97.30 0.9 87.94 1.0 9.36 0.4
4.71 98.27 1.0 90.57 1.9 7.70 2.9
5.0 97.69 2.0 91.01 2.1 6.68 4.1
6.0 96.92 2.3 91.89 1.7 5.03 4.0
7.0 98.46 1.2 90.79 1.7 7.67 2.8
8.0 99.42 0.6 95.39 3.7 4.03 3.5
∞ 99.23 0.7 97.81 1.5 1.42 1.3

Supplementary Table 10: Per Diagnosis Accuracy on the PDAC dataset. PtD is the statistical parity difference
between the tumor and control group. µ denotes the mean, σ the standard deviation over three runs.
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Supplementary Figure 1: Visual overview of the distribution over subgroups
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Supplementary Figure 3: Average results of DP training with different ε values for δ = 6 · 10−6 using
pre-trained weights versus training from scratch. The curves show the average a AUROC, b accuracy, c
specificity, and d sensitivity values over all labels, including cardiomegaly, congestion, pleural effusion right,
pleural effusion left, pneumonic infiltration right, pneumonic infiltration left, atelectasis right, and atelectasis
left tested on N = 39 809 test images. The training dataset includes N = 153 502 images. Note, that the
AUROC is monotonically increasing, while sensitivity, specificity, and accuracy exhibit more variation. This
is due to the fact that all training processes were optimized for the AUROC. Dashed lines correspond to the
non-private training results depicted as upper bounds. The pre-training was done using the MIMIC-CXR
dataset with N = 210 652 images.
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Supplementary Figure 4: Average results of training with DP with different ε values for δ = 6 · 10−6 using
different network architectures. The curves show the average a AUROC, b accuracy, c specificity, and d
sensitivity values over all labels, including cardiomegaly, congestion, pleural effusion right, pleural effusion
left, pneumonic infiltration right, pneumonic infiltration left, atelectasis right, and atelectasis left tested
on N = 39 809 test images. The training dataset includes N = 153 502 images. Note, that the AUROC is
monotonically increasing, while sensitivity, specificity, and accuracy exhibit more variation. This is due to the
fact that all training processes were optimized for the AUROC. Dashed lines correspond to the non-private
training results depicted as upper bounds.
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Supplementary Figure 5: Age histogram of the UKA-CXR dataset. a Training set. b Test set. c Overall.

Supplementary Figure 6: Distribution of comorbidities over the UKA-CXR dataset. Histograms of comor-
bidities are given for different subsets of the dataset including subjects aging in the range of a [0, 30) years
old with a mean of 0.8 ± 1.2 comorbidities, b [30, 60) years old with a mean of 1.0 ± 1.3 comorbidities,
c [60, 70) years old with a mean of 1.1 ± 1.3 comorbidities, d [70, 80) years old with a mean of 1.1 ± 1.2
comorbidities, e [80, 100) years old with a mean of 1.1± 1.3 comorbidities, as well as f females with a mean
of 1.0 ± 1.2 comorbidities, g males with a mean of 1.1 ± 1.3 comorbidities, and h overall with a mean of
1.1± 1.3 comorbidities.
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Supplementary Figure 7: Distribution of comorbidities over the training set. Histograms of comorbidities
are given for different subsets of the training set including subjects aging in the range of a [0, 30) years old
with a mean of 0.8± 1.2 comorbidities, b [30, 60) years old with a mean of 1.0± 1.3 comorbidities, c [60, 70)
years old with a mean of 1.1± 1.3 comorbidities, d [70, 80) years old with a mean of 1.1± 1.2 comorbidities,
e [80, 100) years old with a mean of 1.1± 1.3 comorbidities, as well as f females with a mean of 1.0± 1.2
comorbidities, g males with a mean of 1.1 ± 1.3 comorbidities, and h overall training set with a mean of
1.1± 1.3 comorbidities.
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Supplementary Figure 8: Distribution of comorbidities over the test set. Histograms of comorbidities are
given for different subsets of the test set including subjects aging in the range of a [0, 30) years old with a
mean of 0.9±1.4 comorbidities, b [30, 60) years old with a mean of 1.0±1.3 comorbidities, c [60, 70) years old
with a mean of 1.1± 1.3 comorbidities, d [70, 80) years old with a mean of 1.1± 1.2 comorbidities, e [80, 100)
years old with a mean of 1.1± 1.3 comorbidities, as well as f females with a mean of 1.0± 1.3 comorbidities,
g males with a mean of 1.1± 1.3 comorbidities, and h overall test set with a mean of 1.1± 1.3 comorbidities.

Supplementary Figure 9: Relation of sample size to training performance for private and performance loss
compared to non private training. Each dot marks the performance on the test set on one diagnosis of the
private model at ε = 7.89. Colors indicate the performance loss compared to the non private model.
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Supplementary Figure 10: Evaluation results of the Glaucoma detection task [4] for training with DP with
different ε values for δ = 6 · 10−6. The curves show the a AUROC, b accuracy, c specificity, and d sensitivity
values tested on N = 20 268 test images. The training dataset includes N = 81 086 images. Note, that the
AUROC is monotonically increasing, while sensitivity, specificity, and accuracy exhibit more variation. This
is due to the fact that all training processes were optimized for the AUROC. Dashed lines correspond to the
non-private training results depicted as upper bounds.
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