
S1 Appendix 1

A Details on the implementation 2

The course and its hands-on sessions that we present in this paper were conducted in 3

the context of a mandatory seminar course for bachelor of science in statistics students 4

at Ludwig-Maximilians-Universität München (Germany). Its experimental setting, i.e., 5

the measurement of a potential intervention effect, was approved by the ethical 6

committee of the faculty for mathematics, informatics and statistics at the 7

Ludwig-Maximilians-Universität München, Germany (EK-MIS-2021-065). Furthermore, 8

the students gave their informed consent to participate in the experiment. 9

Table A shows an overview of the analytical choices of the students for phase 1 and 2. 10

Most students (phase 1 and 2: 81% and 69%, respectively) used a stepwise AIC 11

approach for model selection. For outlier detection, the preferred method was to 12

visually detect them via boxplots (phase 1 and 2: 50%) and subsequently drop or 13

adjust them according to the 97.5% and the 2.5% quantiles. Missing values were either 14

naively dropped or mean imputed in most cases (phase 1 and 2: 84% and 79%, 15

respectively). The rest of the students either imputed the median, imputed a value 16

using parametric assumptions, replaced the missings with zeros, or dropped the entire 17

variable containing missing values. Only one student in each phase implemented lasso 18

regression for model selection in addition to the stepwise AIC approach. A few students 19

based their model selection on univariate selection via Pearson’s correlation. 20

The analytical choices in phase 2 were overall quite similar to phase 1. Interestingly, 21

some students applied p-splines for the potential non-linear effect or a train/test split 22

approach, which was not necessary in this setting. Only one student discussed the 23

problem of the multiplicity of possible analysis strategies. This student reported two 24

results and decided against the AIC criterion and in favor of the smaller effect size. 25
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Table B gives an overview of articles that can be used to design the theoretical module 26

of the course. The selected topics include, among others, the multiplicity of analysis 27

strategies, different sources of uncertainty in the analysis of empirical data, researcher 28

degrees of freedom, p-hacking, and HARKing. 29

Topic Details Literature

Multiplicity Introduce the multiplicity of analysis
strategies and illustrate sources of un-
certainties, namely measurement, data
pre-processing, parameter, model, and
method uncertainty

[1–5]

Researcher degrees of free-
dom

Introduce the topic and show how these
free analytical choices may lead to an
inflated type I error rate

[6]

P-Hacking Introduce and define p-hacking and
show how p-hacking leads to a change
of the distribution within the area of
significance

[7, 8]

Strategies against p-
hacking and coping with
sources of uncertainty

Adjusting for multiple comparisons and
create a statistical analysis plan before
the analysis or data collection takes
place. Present the notion of confirma-
tory study and pre-specified/registered
data analysis protocol. Reduce uncer-
tainty (e.g., increase sample size), re-
port uncertainty (e.g., vibration of ef-
fects framework), accept uncertainty
(e.g. replication studies), and integrate
uncertainty (e.g. Bayesian framework)

[2, 9–18]

Other literature notices
and topics

Vibration of effects framework; Measur-
ing sampling, model and measurement
uncertainty; multiverse analysis; HARK-
ing; p-values; publication bias; replica-
tion

[19–28]

Table B. Articles that can be used to design the theoretical module.
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B Data simulation 30

All data sets were simulated from a similar data generating process (DGP) with slightly 31

different parameter values. The data included different methodological difficulties that 32

can be addressed in different ways, yielding so-called researcher degrees of freedom. 33

These difficulties were: interaction effects, non-linear effects, missing values, outliers, 34

and unbalanced classes in the categorical variables. See Table A for a detailed 35

description. Both the effect and the methodological difficulties were the same for each 36

student in phase 1 and 2. 37

For the assignment in phase 1 and 2, the students received instructions on the data and 38

the (fictive) problem at hand (see Section C Instructions for the students). 39

The code for the simulation of the data sets can be found on Github 40

(https://github.com/mmax-code/teaching_concept). The simulation was 41

straightforward; the covariates were drawn from a (multivariate) normal, cauchy, 42

uniform, t-, log-normal, beta, multinomial, and binomial distribution and the response 43

variable was built as a linear combination of some of these covariates. The covariates 44

that did not have an effect were also included in the data set to make the model 45

selection more complex. 46

We randomly allocated each of the n = 26 students to one of four groups, whereby the 47

characteristics of the data sets were the same within each group; see the code for more 48

details. The group structure was implemented to avoid collaboration between the 49

students. In an idealized version of the course, the students should not work on the 50

exercises remotely, i.e., the allocation to groups can be avoided. 51

To analyze the potential for cherry-picking present in the data sets, we analyzed the 52

different simulated data sets within the vibration of effects framework introduced 53

by [19]. As an example, Fig A and B show a vibration of effects plot for a representative 54

data set, i.e., a plot that represents the -log10 p-value against the effect estimate of 55

interest (for X3) obtained for different model choices, where the density of the points is 56

coded using different colors. Yellow represents the highest and purple, the lowest 57

density. The respective quantiles (2.5%, 50%, 97.5%) are represented by the violet 58

dashed lines for both axes. The black lines additionally mark different levels of 59

significance (0.001 and 0.05). 60

10,000 randomly sampled model combinations including the variable of interest were 61

included. Fig A shows that the density concentrates around the true effect, β3 = 0.7, 62

which is depicted by the vertical red dashed line. However, many points lie between 63

x = 0.85 and x = 3.1, indicating that it was possible to selectively report results 64

towards the given interval I = (0.85, 3.1) suggested in the instructions, which is 65

depicted by the blue shaded area. 66

Fig B, on the other hand, displays the results for 10,000 randomly sampled model 67

combinations, if missing values were naively dropped and outliers were not addressed. 68

As can be seen from the many points with abscissa larger than 0.85, it was possible to 69

obtain overoptimistic effect estimates in I even with a naive procedure ignoring missing 70

values and outliers. The density of the estimates has two modes within the range of our 71

intended interval I, both corresponding to significant results. This shows that reporting 72

overoptimistic results could be achieved quite easily within our experimental setting. 73
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Fig A. Vibration of effects plot for 10,000 possible models (randomly sampled).
Simulated data for the complete dataset without any difficulties such as interaction and
non-linear effects, missing values, and outliers.

Fig B. Vibration of effects plot for 10,000 possible models (randomly sampled).
Simulated data including outliers and MAR data. Missings were dropped and outliers
ignored.
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C Instructions for the students 74

Imagine yourself in the following situation1: You work at 75

Ludwig-Maximilians-Universität München (Germany) and have been assigned as a 76

statistician at Klinikum Großhadern (teaching hospital) to provide your statistical 77

knowledge to a group of physicians. You receive a dataset with 12 variables (Y , 78

X1,...,X11) and n = 350 observations. The physicians assume there is a linear effect of 79

variable X3 on Y , which was previously reported in scientific publications to be in the 80

range (0.85, 3.1). You also receive the following relevant information: 81

• X10 and X11 are categorical variables without intrinsic ordering to the categories. 82

• There may be further interaction effects, especially with the binary variable X11. 83

However, the literature is inconclusive on this interaction. 84

• Based on the variable X6, one might suspect that the relationship is non-linear. 85

Some studies have modeled it as non-linear, however others have modeled it 86

linearly. 87

• Physicians are unsure of the effect or presence of an effect for the remaining 88

variables. 89

(a) Estimate a linear regression model or related model for the situation described 90

above. Make sure your results are reproducible, i.e., your model must always lead to the 91

same results when you run your R-Markdown file. 92

(b) Explain the decisions you made during model selection and any data pre-processing 93

procedures you followed. Typical data pre-processing procedures include, for example, 94

handling missing values and outliers. 95

(c) Report the regression coefficient β̂3 (including the confidence interval) for the 96

variable X3. 97

Note: Please avoid collaboration with classmates. Each participant has received a 98

unique dataset, no conclusions can be drawn regarding other data sets. Your results 99

and/or the reproducible code will be checked for similarities with your peers’ work. 100
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