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SUPPLEMENTAL MATERIAL 

 
A Primer on Artificial Intelligence 

Artificial intelligence (AI) is defined as the study of intelligent agents which can perceive 
the environment and act as humans do, typically for narrowly defined tasks.1 This is distinct from 
‘general artificial intelligence’ popularized by the entertainment industry and lay press. Machine 
learning (ML) involves the scientific study of statistical and mathematical models and algorithms 
which can progressively learn from data, to achieve desired performance on a specific task. ML 
can be used in tasks which need automation or standardization, and is well suited to scenarios 
where humans find it difficult to manually develop a set of ‘rules’ for these desired tasks. ML can 
be broadly categorized into supervised learning, unsupervised learning, semi-supervised learning 
and reinforcement learning.2  

Supervised learning problems involve tasks where one is provided with a set of input data 
(predictors) and targets, and the objective is to find appropriate functions to map predictors to the 
targets for which “known-labels” are available. Such problems can be categorized into problems 
of regression or classification. When target variables are continuous real values, the supervised 
learning task(s) is known as a regression problem; when the target variables are categorical 
variables, the tasks are known as classification problems. Common supervised learning algorithms 
include well-described statistical and mathematical tools such as linear regression,3 logistic 
regression,4 decision tree,5 random forest (RF),6 support vector machine (SVM),7 k-nearest 
neighbors (k-NN), as well as non-traditional analyses which are well suited to complex data, in 
particular artificial neural networks (ANN).8 Unsupervised learning pertains to tasks of knowledge 
discovery, where there exist only predictors, and target variables are absent. Examples of 
knowledge discovery tasks are: (1) identifying the underlying distribution of data, (2) discovering 
natural grouping/clustering within data, (3) simplifying data by reducing the numbers of distinct 
data axes (dimensionality reduction). Some commonly used unsupervised learning algorithms are: 
k-means clustering and hierarchical clustering. Semi-supervised learning tasks typically have 
similar objectives to supervised learning, but seek methods to utilize unlabeled data since large, 
labeled datasets are often difficult to obtain. In situations where assigning target labels is very 
expensive, active learning is used. Active learning focuses on methods that best suggest which 
unlabeled data should be labelled next, to attain the desired supervised learning task while 
minimizing the need for labeling. Reinforcement learning is concerned with how intelligent agents 
learn and perform actions in a dynamic environment by maximizing metrics of cumulative 
rewards. 

Typically, an ML pipeline consists of the following steps: (1) data acquisition, (2) data 
preprocessing, (3) feature extraction, (4) feature selection, and (5) a supervised/unsupervised/ 
reinforcement learning process. Several ML experts have stated that optimal feature representation 
(‘feature engineering’) is a defining pre-requisite for high ML performance.  

Deep learning (DL) is a sub-field of ML, which allows very complex data sets to be 
matched to useful output labels such as image recognition, ECG diagnosis or other ‘ground truths’. 
DL has been enabled by advances in architecture of computational ANNs which provide several 
levels of abstraction (‘layers’ of the ANN) to encode complex data relationships. Deep neural 
network (DNN), Convolutional neural network (CNN), Recurrent Neural Net (RNN), Deep Belief 
Network (DBN), and Generative Adversarial Network (GAN) are some notable DL architectures.9 
Broadly speaking, these computational learning architectures were inspired by the organization of 
biological networks in mammalian visual cortex observed by Hubel and Wiesel in the 1950s for 
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which they, with Sperry, received the 1981 Nobel Prize in Physiology or Medicine.10 CNNs are 
particularly good for analyzing images. RNNs are a class of ANNs which work especially well in 
analyzing sequential data such as time series or natural text. DBN is a probabilistic generative 
graphical model composed of multiple layers of latent variables.  
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