
S2 Method. Model Performance Metrics

Confusion Matrix: This is a table which summaries the performance of a

classification model. It displays the number of true negatives (TN), false negatives

(FN), true positives (TP), and false positives (FP) for each class. All the metrics that

follow are obtained from the confusion matrix.

Precision (Positive Predictive Value): This is the proportion of positive class

predictions that actually belong to the positive class [1]. It is given by:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃 
𝑇𝑃 + 𝐹𝑃

Recall (Sensitivity): This measures the proportion of positive predictions that were

correctly predicted by a classifier [1]. It is computed as:

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

We calculated precision and sensitivity for each class, and both their macro and

weighted (adjusted for size of each outcome class) values.

Accuracy: This is the most popular performance metric for prediction models and

can be calculated directly from the confusion matrix. It is the proportion of correct

predictions achieved by a classifier. The formula that follows applies to both binary

and multi-classification tasks.

,𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁



where, , , and represent the number of true positive, true negative, false𝑇𝑃 𝑇𝑁 𝐹𝑃 𝐹𝑁

positive, and false negative predictions, respectively. The metric ranges from 0

(worst prediction) to (best prediction).1

F1-score: This is a widely applied metric in ML for both binary and multi-class

classification problems. It is the harmonic mean of precision and recall [2].

Mathematically it is given as:

𝐹1 = 2 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙 = 2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁

The F1-score value ranges between (both precision and recall are zero) to0 1

(perfect precision and recall). To achieve accurate results for either balanced or

imbalanced datasets and for multiclass tasks, the metric extends to macro, micro

(same as accuracy), and weighted average F1-scores. An ‘OvR’ approach is

considered to compute the score for each class. Macro (unweighted) averaging is

obtained by taking the arithmetic mean of these scores, while weighted F1-score is

averaging adjusted for the sample size of each class in the outcome.

,𝑀𝑎𝑐𝑟𝑜 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝐹1 = 𝑖=1
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where , is the total number of target labels (independent, dependent, dead),𝑘 = 3 𝑤
𝑖

and denote frequency of each class and the entire test set, respectively.𝑊

Cohen-Kappa coefficient ( ): was initially used to measure inter-rater level ofκ κ

agreement in the presence of nominal variables, but it is nowadays also applied to

assess the performance of classifiers [3,4]. It shows how much a classifier performs



(the observed accuracy) compared to performance of a classifier that guesses at

random (expected accuracy) according to the size of each outcome class. It ranges

in the interval , where values and represent no and perfect− 1,  + 1[ ] ≤ 0 + 1

agreement, respectively. It is expressed as follows:

κ =  
𝑃

𝑜
−𝑃

𝑒

1−𝑃
𝑒

where, is the proportion of agreement observed between true and predicted𝑃
𝑜

values (observed accuracy), and the probability that true and false values agree𝑃
𝑒

by chance (expected accuracy).

Matthews correlation coefficient (MCC): MCC can be used in evaluating

performance of binary classification tasks as well as multi-class cases, especially

when the dataset is imbalanced [2]. It measures the strength of association between

true values and predicted ones. This can be expressed as [5,6]:

𝑀𝐶𝐶 = 𝑇𝑃×𝑇𝑁( )− 𝐹𝑃×𝐹𝑁( )
𝑇𝑃+𝐹𝑃( )× 𝑇𝑃+𝐹𝑁( )× 𝑇𝑁+𝐹𝑃( )× 𝑇𝑁+𝐹𝑁( )

Its value ranges from (perfect disagreement between true and predicted values)− 1

to (perfect agreement) whereas a value close to or equal means no better+ 1 0

than random predictions. MCC is symmetric, implying switching classes still leads to

the same score.

Area under the receiver operating characteristic curve (AUC-ROC): AUC-ROC

is a common measure of discrimination. It is obtained from the area under the ROC

curve, which shows a common measure of true positives rate and true negatives rate

over all possible discrimination thresholds. However, it is not recommended for

imbalanced datasets [1].



,𝐴𝑈𝐶 − 𝑅𝑂𝐶 = 𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦
2

where,

and𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁

𝑇𝑁+𝐹𝑃
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