
S3 Method. Model Explainability

SHAPley Additive exPlanations (SHAP): SHAP is a method that was originally

proposed by Lloyd Shapley to measure the contribution of each player to a game [1],

and is currently helpful in ML explainability. It is a unified measure of feature

importance (a combination of previous methods used for explainability) [2]. It

compares the effect of including and excluding a feature in the prediction model. A

SHAP value for feature is defined as follows [2]:𝑖
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where, and respectively represent the set and subset of all features in the model,𝑃 𝑆
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denote the input feature values in the set .𝑆

SHAP values were presented in force plots and beeswarm plots to illustrate both

local and global explainability, respectively. The former explains how each feature

contributes to the prediction for a single observation (patient). Each feature forces

the prediction to either increase or decrease from the SHAP baseline value to the

final model prediction. The base value ( ) is the average prediction of the𝐸[𝑓(𝑥)]

model (log odds) based on the training data, while is the final model prediction𝑓(𝑥)

value (probability of belonging to an outcome class) of that particular observation

(patient). While the latter show the importance of each feature in the prediction by

combining local explanations of the model for all patients in the data set [3]. They are

more informative especially for multiclass problems since they show both feature

importance and direction of the relationship between the feature and the target

variable. For each feature, a patient is represented by a point distributed horizontally



along the x-axis based on the SHAP value. Each feature in the y-axis is arranged in

descending order of importance (higher to smaller mean absolute SHAP value).

Points on the plot are coloured to differentiate high and low feature values. The

horizontal axis represents the feature effect on prediction, whereby positive and

negative SHAP values indicate a strong (increase) or weaker (decrease) influence of

the feature on that outcome class (mRS level), respectively.
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