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1. Context of the macro 
 
 The live and fixed correlative analysis enables to follow dynamic events such as mitosis or 
cell migration in order to analyze specific features of these cells or their progeny. The difficulty of 
such analysis is to be able to find the imaged cells once the tissue is fixed, especially if multiple 
slices of tissue (from different conditions) were imaged at the same time. Following fixation, 
immunostaining and mounting, slices of tissues do not remain aligned with their orientation in the 
movie. It is therefore very difficult to find corresponding areas within these movies and fixed 
acquisitions. We therefore developed a contour-based approach that enables to pair live and fixed 
images, align them together and identify each live imaging position in the images acquired after 
fixation and staining. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The main task of the code is to find the transformation between the contours of the tissues imaged 
in both Live and Fixed modalities. This process is very complex and therefore requires a user-
friendly interface that offers the possibility, if necessary, to perform manual adjustment at each step 
of the workflow. 
 
 

1.1. Image acquisition 
 
In our case, the images were acquired using different modalities:  

o First modality: a set of images acquired in transmitted light microscopy, as a multi-stage 
acquisition 

➔ A reconstruction is required to see the whole tissue  
Remark: the stage positions correspond to stage positions where movies were acquired; 
some non-acquired positions can be added to obtain a more precise reconstruction of the 

4X Transmitted light (Live) 10X mosaic (Immunostaining) 

Last time point of the movie 40X mosaic (Immunostaining) 



whole structure. In our case, these images are acquired at the end of the live acquisition, with 
an objective of smaller magnification. 

o Second modality: images after fixation acquired in fluorescence microscopy, using a mosaic 
mode. Each image contains one slice of tissue. In our case, mosaics were reconstructed with 
Imaris Stitcher software (Bitplane) v.9.5.0, and maximum z-projection is used. 
 

 

1.2. Separating biological conditions 
 
Because the slices corresponding to different biological conditions were placed in different dishes 
(up to four), we decided to separate the treatment of these conditions. Therefore, a reconstruction 
of the transmitted light images is performed, using the stage of each position within the same 
condition (or dish).  
Remark: This separation is necessary to create images of reasonable size, easy to handle 
afterwards. 
 
Several slices of tissues are live-imaged and the condition corresponding to each image is specified 
as follows: 

o For the first modality:  within the name chosen for each stage position (see here) 
o For the second modality: in the folder name containing the second modality images, named 

after the condition (see the architecture description here) 
 
 

1.3. Input of the macro 
 

o Images in the first modality (referring to “Live”, “transmitted light images”, or “movie” in this 
documentation) result in a multi-stage acquisition, with a ND file enabling to read them all 
together. 

o Images in the second modality (referring to “Fixed images”, “fluorescence” or “mosaic” in this 
documentation) result in one-plane images (the format is not important, but TIF is 
recommended) 

o A “STG” file, generated by Metamorph, that gives the stage positions and associates a name 
at each image of the first modality  

 
 
 
  



2. STG file analysis and inputs for the macro 
 
The STG file is generated by Metamorph when a multi-stage acquisition is performed; it concerns 
the first modality images. Two meaningful information are read from this file: 

o The position of the stage for each image, (X,Y) coordinates in µm, 
o The name associated to each stage position.  

 

 
 
These values are used to compute: 

o The translation of the stage in pixels, according to the first position of the condition. 
 

o The condition name, associated to each stage of the first modality. In our case, we decided 
to use the string at the beginning of the position name, before “_slice”.  
 

Remark: The delimiter to separate condition is totally arbitrary and can be easily changed, see here. 
The images corresponding to the stage positions to reconstruct together must have a common 
name, easy to extract from the position names in the STG file.  

Number of 

stage 

positions 

One line 
per 

image/ 
stage 

position 



3. Chosen file architecture 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Do not hesitate to refer to the example data set for a better understanding of the architecture. 
 

 
 

Errors linked to a default of folder architecture: 
 
If the folder architecture is not respected: some error messages appears (and the macro stops): 

o Make sure there is no space in the full name of the folder (calling the MATLAB exe with space 
in the name will not work because space is a delimiter to specify arguments to the executable 
of MATLAB). 
 

 
 

o  Only images should be in the second modality sub-folders, otherwise an error “There are 
no image open” occurs and the macro stops. It is possible to create subfolder(s), the macro 
ignores them (with different name than “Results”, this one is created during the macro and 
contains the contours). 
 
 
 
 

No requirement on name or extension, 

but every file inside this folder will be 

read, so they should be images only 

Constant names, can be 

modified in the macro 

No requirement on name but 

should be one STG file and have 

the specific format described here  

No requirement on name 

but should be a .ND file and 

correspond to STG file data 

Subfolder named with the objective 

magnification used to acquire the 

images; asked in the macro 

Subfolders named using the 

condition name, as specified in 

the STG file (more details here) 

Folder given as input 

to the macro 



o Concerning the STG folder: either no folder named as Directory_position_file or no STG file 
inside: 

 
 
 
 
 
 

o Concerning the first modality: either no folder with the specified name 
Directory_images_modality1 or no subfolder containing the data with the correct name 
(magnification-based name): 

 
 
 
 
 
 
 

o Concerning the second modality: either no folder found with the specified name 
Directory_images_modality2 or no sub-(sub-)folder containing the data with the correct 
name (folders with condition-based names, containing each one a sub-folder with 
magnification-based name): 
 

 
 
Some other errors can appear: 

o No ND file corresponding to modality 1: 
 

 
 

o More than one ND file corresponding to modality 1: 
 

 
 

 
o Several STG files in the folder Directory_position_file: 

 

 



4. First use of the macro 
 

Installation of the executable MATLAB 
 
Follow the steps below: 

• Run as an administrator the executable correlative_MATLABinterface_exe: 

 
 
 

• The installation window will appear, follow the steps. The installation should be done in a 
folder named “CorrelativeExe” that you will create in the Plugin folder of Fiji: 

 

   
 
This program contains both the exe called by the macro but also the MATLAB Runtime 
(https://www.mathworks.com/products/compiler/matlab-runtime.html) necessary to make the exe 
run; you can install this part in the default proposed folder. 
 
Remark: you can also install the executable in another location and directly give the (absolute) path 
to the macro, line 8: 

 
 
To run the macro, either Drag and drop it and click on “Run” or put it in the “Plugin” folder of ImageJ 
and run it via Plugins LiveFixedCorrelative.  

 
As explained before, the architecture of the folders/files is very important to make the macro work. 
At the beginning of the macro (lines 14-16), we offer the possibility to change the folder names; 
please refer to the example data set if you have a doubt: 

 
 

https://www.mathworks.com/products/compiler/matlab-runtime.html


 
 
 

5. Global presentation of the steps: 
 

o Acquisition and parameter analysis, folder choice 
o Condition choice 
o Creation of the information file for MATLAB 
o Reconstruction of the trans acquisition using different stage positions 
o (Manual) segmentation of the trans reconstruction 
o (Automatic) segmentation of the 2nd modality images 
o Representation of the movie acquisitions on the reconstruction 
o Pairing of the matching structures 
o Alignment of the pairing structures 
o Application of the transformation on images 

 

5.1. Acquisition and parameter analysis, folder choice 
 
First the user should specify the acquisition parameters. This step is important because the 
parameters define the name of the subfolders where the inputs should be located, see the full 
description): 
 

 
 
Then the user is asked to load a folder; this folder must respect the requirements defined here and 
will be called in the following main directory or input directory.  



 
Remark: In the given example, a folder named “4X” is created for the first modality and a folder 
“10X” is created in each sub-folder of conditions for the second modality. 
 
 

5.2. Condition choice 
 
The macro offers the possibility to treat only some of the biological conditions (conditions as they 
are defined in the STG). → Check only the ones you want to treat. 
 
 

5.3. Creation of the information file for MATLAB 
 
This step is invisible for the user but important because it generates a “communication file” between 
the ImageJ macro and the MATLAB program. This file is called recap_for_matlab.txt and saved in 
a folder named InfoForMatlab, created by the macro. It provides the names of the folders containing 
images for each modality, all the parameters to determine the pixel size of each image and which 
conditions to treat: 

 
 
 

5.4. Reconstruction of the multi-stage acquisition  
 
The images of the first modality are acquired as a multi-stage acquisition. To distinguish the whole 
structures, a bigger Z-stack image is created in which each slice corresponds to one image, 
translated according to the stage position given in the STG file. Then a standard-deviation Z-
projection is performed on the stack to obtain the final reconstructed image.  
 
Remark: only images corresponding to a same condition are reconstructed together. The first image 
of the condition is centered in this big image. 
 
Basic example with four images: 

o Trans separated images 

       
 
 
 

o Stage movement: 



 
o Translated images in a bigger image (size computed to contain all images of the 

condition), (organized as a Stack in ImageJ) 
 

       
 

o Standard deviation of the stack: structures can be distinguished 
 

 
 
 
 

5.5. (Manual) segmentation of the 1st modality reconstructed image 
 
In our case, the first modality images were not easy to segment automatically (transmitted light 
images & multi-stage acquisition creating images with different dynamics). We opted for a manual 
segmentation with the tool “Polygon selection”, where the user has to add each shape he wants to 
study in the ROI Manager: 



 
 
These drawn ROIs are saved in a folder “ROI” created by the macro within the main directory, under 
the name “ConditionName_RoiSet.zip”. If the macro is relaunched on the same set, ROIs will be 
automatically loaded and displayed on the image, with the possibility to modify/delete them: 
 

 
 

The contour of each tissue (one ROI representing one tissue) is saved as a set of coordinates in a 
sub-folder Results, created by the macro, within the folder containing the images. A crop on each 
shape is also saved for the MATLAB program. 

 
 

5.6. (Automatic) segmentation of the 2nd modality images 
 
This segmentation has been optimized based on our images, containing only one slice of tissue 
per image (here is how to change it). The steps are: 

o Subsample the image (factor 4) 
o Subtract Background (rolling ball of 100 pixels) 
o Convert in 8 bits 
o Threshold using Percentile method 
o Remove outliers (radius 2) 
o Perform 10 iterations of dilation 
o Fill holes 
o Perform 10 iterations of Erode 
o Keep biggest ROI 

 



For more flexibility, the macro offers a “Manual mode” where the user can draw the contours him-
self on the different images. 
 
Contours of the tissue from each image is saved as a set of coordinates in a sub-folder created by 
the macro named Results located in the folder containing the images. 

 
 

5.7. Representation of the movie acquisitions on the reconstruction 
 
In order to retrieve the cells imaged during the movie, the location of each recorded movie is 
required. Squares representing the movie fields of view are displayed on the reconstruction with the 
corresponding stage number:  
 

 
 
This image with squares is saved in the folder Results located in the main directory, under the name: 
“Composite-ConditionName.tif”. 
 
Remark: to locate these positions on this reconstruction with a great accuracy, you must check that 
the microscope is paracentered (meaning that a cell centred on the camera detector remains 
centred when you change objective). If it is not the case, you need to calibrate this difference and 
integrate it in the macro. 

 
 

5.8. Pairing of the matching structures 
 
First, the contours obtained in both modalities need to be paired. A first proposal is made by 
matching areas of the structures. The user can modify the correspondence (more details here). 

 
 



 
5.9. Alignment of the paired structures 

 
The matching contours then need to be aligned; an automatic method is coded but a manual 
alignment can also be performed, based on Flip/Translation/Rotation (more details here). 

 
 
These two interfaces appear successively for each condition. 

 

 
5.10. Application of the transformation on images 

 
In the ImageJ interface, the user choses which image should be aligned (to correspond to the other). 
Depending on this choice, the correct transformation is applied on the correct images. The results 
are saved in the folder Results in the main directory.  



6. Detailed presentation of the three interfaces 
 
 

6.1. Presentation of the ImageJ interface 

 
 
 

6.1.1. Information about the live acquisition & 2/ Information about fix images 
Are asked: the objectives used for each acquisition and some camera parameters (pixel size and 
binning): 

o Objective magnifications determine the sub-folder names in the main directory 
o These values enable the conversion pixel/µm (for the position stage, for computing the 

areas of structures, for the representation of the movie area on the reconstruction image) 

 
6.1.2. Segmentation on the fix mosaic images 

The segmentation on the fix image is normally automatic but we also offer the possibility to do it 
manually. If checked, the macro will stop for each image in each sub-folder of 
Directory_images_modality2 and ask the user to draw the contours. If a contour already exists, the 
macro loads it automatically. 
 

6.1.3. Saving results  
Two options are proposed for the results: 

o Rotate the multi-stage acquisition reconstruction (first modality): “movie image” 
o Rotate the images of the second modality (mosaic-fix sample): “fix image” 

 

 
 
Example with 2 structures in the first acquisition image (2 tissue slices live-imaged) and 3 structures 
(3 tissue slices within the condition) in the second one. 

1 

3 
4 

2 



If « fix image » is chosen, the two corresponding fluorescence images are rotated to correspond to 
the transmitted light images reconstruction: 
 

 
 
 
If «movie image» is chosen, the reconstruction of the first modality is rotated to correspond to each 
one of the mosaic fix structure (two rotations in this case because two structures in the 
reconstruction of the 1st modality). The squares highlight the targeted shape: 
 

                     
            

  

  

  



6.2. Presentation of the first MATLAB interface: pairing of the contours  

 
 
 
  

       

1 

3 

2 
4 5        



 
This interface enables to pair the contours from both modalities. A first proposal is made by the 
script minimizing: 

min⁡(
𝑖,𝑗

𝒜1(𝑖) − 𝒜2(𝑗))
2, 

where 𝒜1represent the areas corresponding to the first modality and 𝒜2  the areas corresponding 
to the second modality. The user can easily modify the association. Indeed, variations of the area 
were frequently observed between the first and the second modality. This phenomenon is caused 
by the mounting step of the immunostaining, where the coverslip slightly flattens the tissue. Thus, 
for the same tissue slice, the area of the second modality was often bigger than the area of the first 
modality. 
 
 

6.2.1. Display and visibility of contours  
 

The contours are displayed in two different panels: one modality on one side, the other on the 

other side. When there is a match, the contours have the same color in both panels; otherwise, the 

contour is displayed in another color and with dotted lines. For a better visibility, the displayed 

contours on each panel can be selected by checking and unchecking the dedicated boxes 

“Visibility”. 

Warning! The total number of contours in each modality cannot exceed 9.  
 
 

6.2.2. Association of the contours 
 

The association is made on the contours of the second modality (the “fix” ones). The user can 

associate to each fix contour a movie contour (if no association: 0). Each contour can be paired 

only once. 

 

6.2.3. Duplicate contours 
 

During the process of fixation and staining, the tissue slices can occasionally break or fold on 

themselves, making the pairing step impossible (since each contour can be used only once). We 

therefore gave the possibility to duplicate contours in order to treat fragmented tissue slices. 

 
When clicking on “Duplicate contours”, a new window opens with a button for each original contour, 
enabling to copy it. If clicked, the copy will be drawn in non-continuous points, with the same color, 
next to the original contour.  
The “Reset” button reinitializes the interface: all duplicated contours are removed.   
The “Validate” button adds the additional contour(s) to the original ones in the main window.  
Warning! this change is definitive (but it is still possible to not associate this contour to a movie). 
 
Since the interface cannot treat more than 9 contours at the same time, if/when the number of 
contours in one of the modalities reaches 9, it is not possible to duplicate anymore. 

 
6.2.4. Show images 

 

To help the user with the association (especially when several tissues have similar shapes), the 

images corresponding to the represented contours may be displayed in a new window thanks to 

the button “Show images”. 

 



6.2.5. Validate 
 

This button launches the second interface that enables to align the pairs of contours. 

 



6.3. Presentation of the second MATLAB interface: alignment  
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For each pair of contours associated in the previous interface, this interface proposes an automatic 
or manual alignment of these contours.  
 

6.3.1. Slider on image pairs 
 

Enables to see the different pairs chosen in the previous interface. Each time you change the 

position of the slider, the displayed contours change. In this example from the previous interface, 

we had two pairs: the slider therefore has two positions.        

Warning! Each pair of contours must be treated to close this interface.    

                                                      

6.3.2. Align contours button 
 

Automatically aligns the displayed contours (details on the algorithm here). This automatic 

alignment can be done only once for each pair of contours; the button is afterwards “disabled”. 

Manual adjustments can be performed on the displayed result. 

 

6.3.3. Reset button 
 

Resets the transformation (for the displayed pair of contours) and shows the contours in their initial 

state. 

 

6.3.4. Manual alignment panel 

 
Offers the possibility to align manually the contours, based on 3 transformations: translation, 

rotation and flip. The translation step and the rotation angle can be changed in the dedicated 

boxes. 

 

6.3.5. Show transformed image button 
 

Shows, for the displayed pair of contours, the corresponding images: on the left, the reference 

image (in our case the transmitted light acquisition) and on the right, the other image (in our case, 

the fluorescence image) after transformation so that the contour matches the representation in 

the interface. It always corresponds to the contour displayed in the main interface at the time the 

button is clicked (no live update).     

                       
 



6.3.6. Finish button 
 

Once satisfied with the alignment on all pairs of contours, click Finish; if there is another condition 

to treat, the first MATLAB interface will appear with the contours corresponding to the next 

condition. Otherwise this part is over and the ImageJ macro finishes the process. 

 
If no transformation has been applied to one of the pairs, you will have an error message: 

 
One cannot finish the alignment process if no transformation has been applied to one pair of 
contours. 
 
 
 

7. Algorithm details on contours alignment 
 
According to the biological model, between the two modalities, the possible mathematical operations 
are: translation, rotation and flip; because the scale can be a bit different, we also consider scaling 
transformation. We used the MATLAB function “fitgeotrans” computing the best geometrical 
transformation between two ordered sets of points. According to our hypothesis, we chose the 
‘similarity’ transformation. Arbitrarily, the first modality contour is considered as the “reference” one 
and the second modality contour is transformed to be as close as possible to the reference one.  
 
The “fitgeotrans” function computes the best transformation to apply to a set of points to correspond 
to another set of points, matching points 2 by 2, in the given order (first points of each set together, 
second points together etc.):   

 
 
 
However, the contours coming from the macro may not have the same starting points (and/or order) 
and even the same number of points. A first pre-processing is therefore applied on both contours 
so that they have the same number of points, evenly distributed.  
 
To find the matching first points, all possible (circular) translations of the set of points are created 
(the second original point becomes the first one, then the third original one becomes the first one 
etc., until the end of the original contour): 
 

2nd modality contour 1st modality contour (reference) 



Original contour :  (X_f (1),Y_f (1)),(X_f (2),Y_f (2)),… ,(X_f (n-1),Y_f (n-1)),(X_f (n),Y_f (n)) 
First translation :  (X_f (2),Y_f (2)),(X_f (3),Y_f (3)),… ,(X_f (n),Y_f (n)),(X_f (1),Y_f (1))   
… 
Last translation :  (X_f (n),Y_f (n)),(X_f (1),Y_f (1)),… ,(X_f (n-2),Y_f (n-2)),(X_f (n-1),Y_f 
(n-1)) 
 
The same computation is performed on the “inverse” (flipped) set of points (going in the other 
direction, see representation below): 
 
First inversion : (X_f (n),Y_f (n)),(X_f (n-1),Y_f (n-1)),… ,(X_f (2),Y_f (2)),(X_f (1),Y_f (1))   
Second inversion :  (X_f (n-1),Y_f (n-1)),(X_f (n-2),Y_f (n-2)),… ,(X_f (1),Y_f (1)),(X_f (n),Y_f (n)) 
… 
Last inversion : (X_f (1),Y_f (1)),(X_f (n),Y_f (n)),… ,(X_f (3),Y_f (3)),(X_f (2),Y_f (2)) 
 
 
 
 
 
 
 
 
         
 
 
 
 

 
 
 
To determine the best combination, an energy E is associated to each one, based on the Euclidian 
distance between the reference set of points (the points describing the contour of the first modality, 
(𝑋1, 𝑌1)) and the transformed set of points of the second modality, (𝑋2, 𝑌2), after transformation 𝓉.  
 

min
𝓉
⁡𝐸((𝑋2, 𝑌2), (𝑋1, 𝑌1), 𝓉), 

with⁡ 𝐸((𝑋2, 𝑌2), (𝑋1, 𝑌1), 𝓉) = √∑⁡

𝑖

(𝑋1(𝑖) − 𝓉(𝑋2)(𝑖))2 + (𝑌1(𝑖) − 𝓉(𝑌2)(𝑖))2⁡,⁡ 

where 𝓉 represents the transformation applied to the set of points, composed of: 
o Circular translation and inversion 
o Transformation computed by fitgeotrans. 

 

For the example above, the combination with the lowest energy is shown on the left (original contour 
was inversed and translated) and the contour after transformation on the right: 
       

       
 
 
 
 
 
 
 
 
 
 

After 

transformation 

Ordered set of points minimizing the energy 2nd modality contour after transformation 



 
 
The images are then correctly aligned: 

   
 
 
 
 
 
 
 
 
 
 
 
 

The transformation is applied to the original images in the ImageJ macro. The rotation and 
potential flip must be returned. The transformation matrix R between the two contours can take 
two forms: 

No flip: 𝑅 = 𝛼 (
cos(θ) sin(θ) 𝑡𝑥
-sin(θ) cos(θ) 𝑡𝑦

0 0 1

) ⁡⁡⁡⁡⁡⁡⁡⁡ flip: 𝑅 = 𝛼 (
cos(θ) sin(θ) 𝑡𝑥
sin(θ) -cos(θ) 𝑡𝑦
0 0 1

)⁡. 

 
The angle of rotation 𝜃 is given by the formula (the scaling factor is not considered): 

𝜃 = arctan (
𝑅(1,2)

𝑅(1,1)⁄ ) ⁡. 

 
For each condition, a text file read by the ImageJ macro is created by MATLAB giving the potential 
flip (1 or 0) and the rotation angle: 
 

 
 
Remark: This file is read by the macro to apply the transformations on the images (step 5.10). 
 

8. Easy changes in the code 
 
The ImageJ macro was written so that some functionalities can be easily modified to use it for other 
applications, with the same purpose: finding transformation between pairs of contours (representing 
the same structures) acquired in different modalities. Even if our code was created for transmitted 
light microscopy and fluorescence microscopy, we offer a flexible tool that could be used with other 
type of images. 
For any questions or adaptation about this code, please feel free to contact us: anne-
sophie.mace@curie.fr or alexandre.baffet@curie.fr  
 

8.1. About the second modality acquisition 

1st modality contour (reference) 2nd modality contour after transformation 



 
o How to change the (automatic) segmentation? 

The segmentation on these images was adapted to our acquisition (the steps were explained in 
paragraph 5.6). 
Function to modify: segmentFluoImages 
Requirements: the contours (set of coordinates) are saved in the subfolder Results in the folder 
containing the images, as X and Y coordinates 
 

o How to use it with images acquired with different modality? 
Choose the “manual segmentation” and this should work perfectly; if the segmentation can be 
automatic, do not hesitate to change the function as described just before. 
 

o How to remove/change the subsampling applied on these images? 
Because in our case the images were quite big (mosaic acquisition), we subsampled the images by 
a factor 4, simply to decrease the computational time.  
Parameter to modify: “p_sech” (line 10) at the beginning of the code which corresponds to the 
inverse of the value you would enter in Image->Scale; put 1 if you want no subsampling. 
 
 

8.2. About the STG file 
 

o Use a file of positions different of a “STG” file as described here? 
We made some tests using NIS.Elements software. In this case, the generated file is a XML file with 
a lot of parameters (not only the stage positions) and we decided to make a small script in MATLAB 
to generate a STG file so that the macro remains usable exactly the same way. 
 

o Change pattern for condition name recognition in the STG file? 
The variable “str_afterCondName_STG” indicates which strings delimit the name of the condition 
read in the STG file (the condition name is the string found before this delimiter): 
Parameter to modify: “str_afterCondName_STG” (line 12) 
Be careful, this string must be present in each position name. 
 
 

8.3. About the first modality acquisition 
 

o Change the (manual) segmentation? 
Function to modify: drawContoursTransImage 
Requirements: that the contours are saved in the subfolder Results in the folder containing the 
images, as X and Y coordinates. 
 

o Change the type of file for the multi-position images? 
The data of the first modality are loaded using the nd file of the acquisition. 
Function to modify: openTransAcquisition_oneCondition 
Requirements: the images should be organized as a stack image at the end of the function 

(because a z-projection is applied afterwards). 
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